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Foreword

Network consolidation has been with us since the 1990s, driven by the simple
requirement to reduce the costs of business communication. For IT, it is a matter
of controlling CapEx and OpEXx. For service providers, it is a matter of offering
multiservice solutions at a competitive cost. (Remember when “triple play” was
the buzzword of the day?) Consolidation has been so successful that you seldom
encounter an organization these days that runs separate data and telephony
networks. Voice and video over IP is proven, reliable, and cheap. And modern
service providers—whether they got their start as a telephony, cable, long
distance, or Internet provider—now run all of their services over an IP core.

Treating all communications as data, and sending it all over a shared IP infra-
structure—or series of IP infrastructures—has also revolutionized our modern
lives from smart phones to shopping to entertainment to travel. For myself, one
of the most interesting impacts of technology has been how different my teen-
agers’ social lives are from my own when I was a teenager. Their activities are
more spontaneous, their social groups are larger, and always-available commu-
nications make their activities safer.

And consolidation is still evolving. These days the excitement is around vir-
tualization, improving the utilization of our existing communications resources.

From the beginning, one of the biggest challenges of consolidating all
communications onto an IP infrastructure stems from the fact that not all data
is equal. As users we expect a certain Quality of Experience (QOE) related to
the service we're using. So QOE for voice is different than QOE for videocon-
ferencing, both of which are different from high-definition entertainment.
Each kind of data stream requires different treatment within the network to
meet users’ QOE expectations, and that’s where Quality of Service (QOS)
comes in.



xii Foreword

QOS has been around as long as IP has. The IP packet header has a Type of
Service (TOS) field for differentiating services, and over the years that field
has evolved into the more sophisticated Differentiated Services Code Point
(DSCP) field to better fit modern QOS classification strategies. And from the
beginning it was understood that although IP provides connectionless best-
effort delivery, some applications need reliable, sequenced, connection-oriented
delivery. Hence TCP, which “fakes™ the behavior of a wired-up point-to-point
connection over [P.

QOS is really all about managing limited network resources. You don’t get
extra bandwidth or faster delivery; you just get to decide what data gets first dibs
at the available resources. High-Def video requires very prompt delivery. A web
page can wait a bit longer, and e-mail can wait much longer still. Over the years,
QOS technologies and strategies have become more and more sophisticated to
deal with the diversity of applications using the network. Routers and switches
have better and better queues and queuing algorithms, better ingress control
mechanisms, and better queue servicing mechanisms. And the advent of
Software-Defined Networking (SDN) introduces some new and interesting
ways of improving QOE.

All of this growing sophistication brings with it growing complexity for net-
work architects and engineers. There are a lot of choices and a lot of knobs, and
if you don’t have the understanding to make the right choices and set the right
knobs, you can do some serious damage to the overall quality of the network.
Or at the least, you can fail to utilize your network’s capabilities as well as
you should.

That’s where this book comes in. My longtime friends Miguel Barreiros and
Peter Lundqvist have deep experience designing modern QOS strategies, and
they share that experience in this book, from modern QOS building blocks to
applied case studies. They’ll equip you well for designing the best QOS approach
for your own network.

Jeff Doyle



Preface

Five years have elapsed between the original publishing of this book and this
second edition, and it is unquestionably interesting to analyze what has changed.
The original baseline was that Quality of Service, or QOS, was in the spotlight.
Five years have elapsed and QOS prominence has just kept on growing. It has
entered in new realms like the Data Center and also spread into new devices. It
is no longer just switches and routers—now even servers have at their disposal
a complete QOS toolkit to deal, for example, with supporting multiple virtual
machines.

This book’s focus remains in the roots and foundations of the QOS realm.
Knowledge of the foundations of QOS is the key to understanding what benefits
it offers and what can be built on top of it. This knowledge will help the reader
engage in both the conceptual and actual tasks of designing or implementing
QOS systems, thinking in terms of the concepts, rather than thinking of QOS
simply as a series of commands that should be pasted into the configuration of
the devices. It will also help the reader to troubleshoot a QOS network, to decide
whether the undesired results being seen are a result of misconfigured tools that
require some fine-tuning or the wrong tools. As Galileo Galilei once said,
“Doubt is the father of all invention.”

A particular attention is also dedicated to special traffic types and networks,
and three case studies are provided where the authors share their experience in
terms of practical deployments of QOS.

Although the authors work for two specific vendors, this book is completely
vendor agnostic, and we have shied away from showing any CLI output or
discussing hardware-specific implementations.



xiy Preface

History of This Project

The idea behind this book started to take shape in 2007, when Miguel engaged
with British Telecom (BT) in several workshops about QOS. Several other
workshops and training initiatives followed, and the material presented matured
and stabilized over time. In July 2009, Miguel and Peter, who had also devel-
oped various QOS workshop and training guides, joined together to work on
this project which led to the creation of the first edition.

In December 2014, both authors agreed that the book needed a revamp to
cover the new challenges posed in the Data Center realm, which originated this
second edition.

Who Should Read This Book?

The target audience for this book are network professionals from both the
enterprise and the service provider space who deal with networks in which QOS
is present or in which a QOS deployment is planned. Very little knowledge of
other areas of networking is necessary to benefit from this book, because as the
reader will soon realize, QOS is indeed a world of its own.

Structure of the Book

This book is split into three different parts following the Julius Caesar approach
(“Gallia est omnis divisa in partes tres”):

Part One provides a high-level overview of the QOS tools. It also discusses
the challenges within the QOS realm and certain types of special traffic and
networks.

Part Two dives more deeply into the internal mechanisms of the important
QOS tools. It is here that we analyze the stars of the QOS realm.

Part Three glues back together all the earlier material in the book. We present
three case studies consisting of end-to-end deployments: the first focused on
VPLS, the second focused on Data Center, and the third one focused on the
mobile space.

Have fun.

Miguel Barreiros, Sintra, Portugal
Peter Lundqvist, Tyresd, Sweden
April 30, 2015
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MS Mobile System

ms milliseconds

MSC Mobile Switching Center
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NAS Non-Access Stratum

NC Network-control

P2P point-to-point
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Ql queue one

Q2 queue two
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