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PREFACE TO THE FOURTH EDITION

This book is designed to provide our readers a working familiarity with both the
theoretical and practical aspects of Kalman filtering by including “real-world" prob-
lems in practice as illustrative examples. The material includes the essential technical
background for Kalman filtering and the more practical aspects of implementation:
how to represent the problem in a mathematical model, analyze the performance of
the estimator as a function of system design parameters, implement the mechanization
equations in numerically stable algorithms, assess its computational requirements,
test the validity of results, and monitor the filter performance in operation. These are
important attributes of the subject that are often overlooked in theoretical treatments
but are necessary for application of the theory to real-world problems.

In this fourth edition, we have added a new chapter on the attributes of probabil-
ity distributions of importance in Kalman filtering, added two sections with easier
derivations of the Kalman gain, added a section on a new sigmaRho filter imple-
mentation, updated the treatment of nonlinear approximations to Kalman filtering,
expanded coverage of applications in navigation, added many more derivations and
implementations for satellite and inertial navigation error models, and included many
new examples of sensor integration. For readers who may need more background in
matrix mathematics, we have included an Appendix B as a pdf file on the companion
Wiley web site at www.wiley.com/go/kalmanfiltering.

We have also updated the problem sets and incorporated helpful corrections and
suggestions from our readers, reviewers, colleagues, and students for the overall
improvement of the textbook.

All software has been provided in MATLAB®, so that users can take advantage
of its excellent graphing capabilities and a programming interface that is very close
to the mathematical equations used for defining Kalman filtering and its applications.
The MATLAB development environment also integrates with the Simulink® simu-
lation environment for code verification on specific applications and code translation

ix



PREFACE TO THE FOURTH EDITION

to C for the many applications microprocessors with C compilers. Appendix A has
descriptions of the MATLAB software included on the companion Wiley web site.
The inclusion of the software is practically a matter of necessity, because Kalman
filtering would not be very useful without computers to implement it. It is a bet-
ter learning experience for the student to discover how the Kalman filter works by
observing it in action.

The implementation of Kalman filtering on computers also illuminates some of
the practical considerations of finite-wordlength arithmetic and the need for alterna-
tive algorithms to preserve the accuracy of the results. If the student wishes to apply
what she or he learns, then it is essential that she or he experience its workings and
failings—and learn to recognize the difference.

The book is organized for use as a text for an introductory course in stochastic pro-
cesses at the senior level and as a first-year graduate-level course in Kalman filtering
theory and application. It could also be used for self-instruction or for purposes of
review by practicing engineers and scientists who are not intimately familiar with the
subject. Chapter 1 provides an informal introduction to the general subject matter by
way of its history of development and application. Chapters 2—4 cover the essential
background material on linear systems, probability, stochastic processes, and ran-
dom process modeling. These chapters could be covered in a senior-level course in
electrical, computer, and systems engineering.

Chapter 5 covers linear optimal filters and predictors, with derivations of the
Kalman gain and detailed examples of applications. Chapter 6 is a tutorial-level
treatment of optimal smoothing methods based on Kalman filtering models, includ-
ing more robust implementations. Chapter 7 covers the more recent implementation
techniques for maintaining numerical accuracy, with algorithms provided for
computer implementation.

Chapter 8 covers approximation methods used for nonlinear applications, includ-
ing “extended” Kalman filters for “quasilinear™ problems and tests for assessing
whether extended Kalman filtering is adequate for the proposed application. We also
present particle, sigma point, and the “unscented” Kalman filter implementation
of Kalman filtering for problems failing the quasilinearity test. Applications of
these techniques to the identification of unknown parameters of systems are given
as examples. Chapter 9 deals with more practical matters of implementation and
use beyond the numerical methods of Chapter 7. These matters include memory
and throughput requirements (and methods to reduce them), divergence problems
(and effective remedies). and practical approaches to suboptimal filtering and
measurement selection.

As a demonstration of how to develop and evaluate applications of Kalman filter-
ing, in Chapter 10, we show how to derive and implement different Kalman filtering
configurations for Global Navigation Satellite System (GNSS) receivers and inertial
navigation systems (INS) and for integrating GNSS receivers with INS.

Chapters 5—-9 cover the essential material for a first-year graduate class in Kalman
filtering theory and application or as a basic course in digital estimation theory and
application.
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The organization of the material is illustrated by the following chapter-level depen-
dency graph, which shows how the subject of each chapter depends upon material in
other chapters. The arrows in the figure indicate the recommended order of study.
Boxes above another box and connected by arrows indicate that the material repre-
sented by the upper boxes is background material for the subject in the lower box.
Dashed boxes indicate materials on the Wiley companion web site.
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1: Introduction 2: Linear dynamic systems
3: Probability distribution 4: Random processes

5: Linear optimal filters and predictors

6: Optimal smoothers 7: Implementation methods|
8: Nonlinear extension 9: Practical consideration 10: Application to navigation
A: Software descriptions
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INTRODUCTION

Once you get the physics right, the rest is mathematics.
—Rudolf E. Kalman

Kailath Lecture, Stanford University, May 11, 2009

1.1 CHAPTER FOCUS

This chapter presents a preview of where we are heading, some history of how others
got there before us, an overview showing how all the material fits together, and a
common notation and nomenclature to make it more apparent.

1.2 ON KALMAN FILTERING

1.2.1 First of All: What Is a Kalman Filter?

Theoretically, it has been called the linear least mean squares estimator (LLSME)
because it minimizes the mean-squared estimation error for a linear stochastic sys-
tem using noisy linear sensors. It has also been called the linear quadratic esti-
mator (LQE) because it minimizes a quadratic function of estimation error for a
linear dynamic system with white measurement and disturbance noise. Even today,
more than half a century after its discovery, it remains a unique accomplishment in

Kalman Filtering: Theory and Practice Using MATLAB®, Fourth Edition.
Mohinder S. Grewal and Angus P. Andrews.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.



2 INTRODUCTION

the history of estimation theory. It is the only practical finite-dimensional solution
to the real-time optimal estimation problem for stochastic systems, and it makes
very few assumptions about the underlying probability distributions except that they
have finite means and second central moments (covariances). Its mathematical model
has been found to represent a phenomenal range of important applications involv-
ing noisy measurements for estimating the current conditions of dynamic systems
with less-than-predictable disturbances. Although many approximation methods have
been developed to extend its application to less-than-linear problems, and despite
decades of dedicated research directed at generalizing it for nonlinear applications,
no comparable general solution' for nonlinear problems has been found.

Practically, the Kalman filter is one of the great discoveries of mathematical engi-
neering, which uses mathematical modeling to solve engineering problems—in the
much same way that mathematical physics is used to solve physics problems. or
computational mathematics is used for solving efficiency and accuracy problems in
computer implementations.

Its early users would come to consider the Kalman filter to be the greatest dis-
covery in practical estimation theory in the twentieth century, and its reputation has
continued to grow over time. As an indication of its ubiquity, a Google®; web search
for “Kalman filter” or “Kalman filtering” produces more than a million hits. One rea-
son for this is that the Kalman filter has enabled human kind to do many things that
could not have been done without it, and it has become as indispensable as silicon in
the makeup of many electronic systems. Its most immediate applications have been
for the monitoring and control of complex dynamic systems such as continuous man-
ufacturing processes, aircraft, ships, or spacecraft. To control a dynamic system, you
must first know what it is doing. For these applications, it is not always possible or
desirable to measure every variable that you want to control, and the Kalman filter
provides the mathematical framework for inferring the unmeasured variables from
indirect and noisy measurements. The Kalman filter is also used for predicting the
likely future courses of dynamic systems that people are not likely to control, such
as the flow of rivers during flood, the trajectories of celestial bodies, or the prices
of traded commodities and securities. It has become a universal tool for integrating
different sensor and/or data collection systems into an overall optimal solution.

As an added bonus, the Kalman filter model can be used as a tool for assessing the
relative accuracy of alternative sensor system designs for likely scenarios of dynamic
system trajectories. Without this capability, development of many complex sensor
systems (including Global Navigation Satellite Systems) may not have been possible.

From a practical standpoint, the following are the perspectives that this book will
present:

L. It is only a tool. 1t does not solve any problem all by itself, although it can
make it easier for you to do it. It is not a physical tool, but a mathematical
one. Mathematical tools make mental work more efficient, just as mechanical
tools make physical work more efficient. As with any tool, it is important to

"However, a somewhat limited finite-dimensional nonlinear solution has been found [1].



