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1 General Statistical Models

1.1 Motivation

In the mid-1980s, Train wrote the book Qualitative Choice Analysis. In this book,
he introduced the basic models—logit and nested logit models in detail, including the
model properties and applications in many areas. However, the first-generation choice
models suffered many limitations which inhabited them in resolving real problems.
More than 20 years have passed, in 2003, Train wrote the second book, Discrete
Choice Models with Simulation, for stating the tremendous progress in the approaches
and methods of choice analysis. Simulation had been the center of the progress, since it
supplied a numerical approximation to integrals. Till today, more than 10 years have
passed since 2003, the famous discrete choice models have been used in a wide range
of our life, including marketing, housing, transportation and energy. However, a new
generation of problems has emerged, which brings forth a new burden on the
researchers.

The problems or situations that need modeling and explaining have become more
complex and full of high technology. For example, marketing problems are not
restricted to the physical shops, the purchase behavior has transferred onto the Internet.
Original discrete choice models may not satisfy the requirements of the new issues. We
summarize the new generation of problems as two categories. One is that the modeling
methods themselves have become more complicated than the traditional discrete choice
models. To fit the real situations, new modeling methods are developed when none of
the existing models seem to be correct. People’s behavior is changeable in a short
period of time. Sometimes, we combine two different models into a new one to fit the
disparate purchasing behavior and apply a new theory to a particular problem even
though that theory has never been used in similar situations. The other is for the
estimation method to implement the new models. When developing new models and
employing a new theory, the relevant validations are necessary. Researchers need to be
able to develop very complex probabilities and the corresponding likelihood function,
and program the procedures into computer softwares. That is a very difficult process,
since researchers often need to change their traditional computational perspectives,
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capture the up-to-date technics of coding and finally achieve the aims of parameter
estimation and model managerial implications.

The purpose of this book is to extend the model construction and application of
the traditional discrete choice models using the empirical examples. From the improved
model development to the innovative parameter estimation procedure, we illustrate all
steps in very detail. In particular, the major contribution of this book is to deal with the
new problems emerged in today’s complex situation through proposing innovative
models. Not only do the proposed models have advantages in describing and explaining
the choice behavior, but they also have advantages in conducting new managerial
implications for managers.

Specifically, we follow the traditional steps of applying statistical models in
marketing. Firstly, we discuss the customer-base analysis and answer such questions as
which customers are more likely to stop purchasing from the firm? What level of
transactions should be expected from the customer base? How do the customers
respond to the marketing activities? Secondly, we extend the traditional methods of
applying classification models into the area of credit scoring: 1) relaxing the assumption
of the independence between the probability and the time of default; 2) treating the
missing defaulting labels as latent variables and applying an augmentation technique;
3) introducing a discrete truncated exponential distribution to model the time of default.
An empirical analysis is also conducted to show the performance of our proposed
model. Thirdly, we extend the model application in the area of television audience
viewing behavior, including television program and advertisement (ad) choice behavior:
1) modeling the dynamic multiple choice behavior of television audience to predict and
improve program audience ratings; 2) modeling commercial viewing patterns to
convert minute information into second information to evaluate advertisement
effectiveness. We use three chapters to discuss the topics suggested in those two areas.
The common aim of those two topics is to construct statistical models that examine
television audience viewing behavior in order to increase audience ratings of target
programs or advertisements (ads). The differences between them can be described from
two aspects. On the one hand, topic 1 targets audience viewing behavior to programs.
Whereas, topic 2 develops a model for the viewing behavior towards television
advertisements. On the other hand, topic 2 develops a methodology to measure
audience ratings. Whereas, topic 1 predicts audience ratings using a more sophisticated
model. Fourthly, the fast development of web technologies has revolutionized the way
we spend our time. The number of web users is increasing every year. The statistical
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models are absolutely being used in modeling the web browsing behavior. Those topics
are described by two chapters in this book. Fifthly, the entrepreneurship area is also
discussed in this book by Chapter 10. We develop a new model which combines the
statistical theory into the stochastic multicriteria acceptability analysis to build an
improved global entrepreneurship index (GEI), which we term it the holistic
acceptability index. That method differs from the conventional wisdom that assigns
exact values to corresponding weights, but explores the weight space to allow each
country to specify a preference. Sixthly, our method is confirmed using an empirical study
measuring the entrepreneurship of the top 10 countries in terms of 2016 GEL.

1.2 Properties of Discrete Choice Models

1.2.1 Background

Discrete choice model (DCM) is a modeling method of choice from a set of
alternatives. That set of alternatives is called the choice set. The set must be mutually
exclusive and collectively exhaustive and the number of alternatives is finite. The
number of alternatives is too large for the respondent to consider, McFadden has
suggested a sampling method to select a sample of alternative for respondents to
make choices. An assumption is suggested that a utility function can be found to
describe a decision maker’s preference when he is confronted with a set of
alternatives. Utility, as a measure of well-being, has no natural level or scale. While,
neo-classical economists comment that a utility function can allow the decision
maker to rank the alternatives in a consistent and unambiguous manner. Then another
assumption of utility maximizing behavior by the decision maker is proposed: the
choice is a deterministic process.

However, psychologists present that it is impossible to specify and construct a
discrete choice model that will always succeed in predicting the chosen alternative by
the decision maker. Accordingly, Thurstone (1927) proposed a utility function that
allows the decision maker to rank the alternatives, but there are fluctuations inherent in
the process of evaluating alternatives. As noted by Tversky (1972), “when faced with a
choice among several alternatives, people often experience uncertainty and inconsistency.
That is, people are often not sure which alternative they should select, nor do they
always take the same choice under seemingly identical conditions.” Thus, the choice is
an outcome of a probabilistic process.
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1.2.2 Random Utility

Two sources are for the randomness of the utility function. One is the inability of
the analysts to formulate individual behavior, since they lack information of individuals’
characteristics and information of alternatives’ attributes. The other is the stochastic
behavior of the decision maker, the circumstances under the decisions can “perturb” the
perception and the desirability of alternatives. A random utility function is necessary to
model the random utility.

The random utility function is constructed as this:

U = deterministic component (V) + random component (&)

where ¥ presents observable attributes of alternatives and characteristics of individuals;
£ captures the effects of stochastic behavior of individuals and unobserved attributes
and characteristics.

Uy =Vy (s Xy o5 Xy ) + &

That is the utility function for individuali and alternative j, where x;, denotes the
observed characteristics of individuali and the observed kth attributes of alternative j.

2 N
Let X, be a vector of x,,, that is, X, = (L, x;, X5, X;3) -

That X-vector might include simple attributes (e.g., income, price per trip, etc.) or
explicit interactions of the attributes of the alternatives and the individuals (e.g., price,
income).

If we can assume a linear function for the effects of the factors, the random utility
becomes:

U,=X;B+¢e; where ' =(B),B, " B) (L.1)

o is the intercept term representing the intrinsic preference of individual i towards
alternative j; f is the response coefficient of the kth attribute; Uj; is the utility of the jth
alternative to the ith individual.

Equation (1.1) is under these two assumptions: 1) the vector f reflects the
response to the attribute of the alternative, which is assumed to be identical for all the
individuals in the population; 2) random variation in the Uy is introduced through the
additive disturbance term &; which is assumed to be independently and identically
distributed across individuals and alternatives for multinomial logit (MNL), but the
error terms could be dependent on each other for other models.
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1.3 Multinomial Logit Model

1.3.1 General Multinomial Logit Model

The random components of the utilities of different alternatives are IID (independent
and identically distributed) according to Gumbel distribution (extreme value distribution).

Derivation of multinomial logit is shown as below:
U,=V,+¢, whereg,~Gumbel(n, u)

Since ¢is Gumbel distributed with parameters (7, ), then:
F(g)=exp[-e ““™]and f(¢)= ue ™™™ exp[-e *“™], >0, —0<g<®

Without loss of generality, set 7= 0. Then:
U, =V, + &~ Gumbel (V,, u)

U, =V, + &~ Gumbel (V,, 1)

U, =V, +&,~Gumbel (V,, )

The probability that alternative 1 is chosen as below:
P)=PqU, =2U,, U, =2U,, -, U, =2U,]

=" ra[” sy rwy)-~[ £V dUU,--dU, =

In the general multinomial logit model, the coefficients reflect the responses (tastes)

V1
el‘

e +e +tr et
of individuals in the population to the attributes of alternatives.

1.3.2 Random-coefficients Multinomial Logit Model

In the coefficients in the general multinomial logit model, S reflects the responses
(tastes) of individuals in the population to the attributes of alternatives. A constant f
means that all individuals’ tastes are identical with respect to the observed attributes of
alternatives embodied in the Xj; vectors. Consequently, the logit model formulation
implies that all individuals of identical observed characteristics have identical tastes
with respect to the observed attributes of alternative. The problems are emerging: a
constant f# may not be the case in reality; the variation in response to different
attributes (unobserved heterogeneity) will influence individual’s choice behavior; if
such heterogeneity is ignored, the parameter estimates of the logit model will have a
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downward bias. In order to resolve the problems, a random-coefficient specification is
used to deal with the unobserved heterogeneity. The parameters of the logit model are
treated as realisation of random variables representing the individuals’ preferences and
their responses to the marketing variables.

The random utility can be written as below:

U, = X} + &, where Bis a random vector independent of &;

For a particular individual i, the vector @, ={foi1, foiz,*** » Poir» Bi1> Bi2s =+ » Pk}
is assumed to be a realisation from a continuous multivariate distribution G(®).
Conditional on the value of the vector @ from a continuous distribution, the
probability of a randomly drawn individual choosing alternative j on occasion ¢ will
be given by:

exP{:BOJ + Z:q ﬁkxﬂd}
ZL. exp {'301 + Zf=1 Bix e }
Therefore, (/) = [ B(j| ©)dG(6).

R(j1©)=

It is difficult to specify the underlying distribution of heterogeneity, parameters
usually involve evaluating difficult multiple integrals when a continuous multivariate
distribution is used. Thus, maximum likelihood estimation (MLE) is selected to estimate
the model parameters. The likelihood function for individual i conditional on the value
of the vector 6 is given by:

Ll(' | @:) = H‘{H[})n(.] | @s)]&ﬂ}

where &y is 1 if the ith individual chooses alternative j on occasion ¢ and it is 0
otherwise. J is the total number of alternatives and 7; denotes the number of
occasions made by the ith individual. Therefore, the overall sample likelihood
function is given by:

L:lﬁ[i{ﬁ[ﬁta(n@,)ﬁ ﬂa(@,)}

i=1 | s=1| =1 | j=l

The number of support point S can be determined by using a stopping rule

procedure based on the Bayesian information criterion (BIC). BIC =—LL+% * R *

log(N), where LL is log-likelihood; R represents the number of parameters estimates; N
denotes the total number of observation in the sample.
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1.4 Nested Logit Model

The nested logit model is distinct from the multinomial logit model in the way
that the alternatives faced by a decision maker can be partitioned into subsets, named
as “nests”. The IIA (independence from irrelevant alternatives) property exists within
the nests but not across the nests. In other words, for any two alternatives that are in the
same nest, the ratio of probabilities is independent of the attributes of all other
alternatives inside or outside the nest. It is clear that “Auto alone” and “Carpool” can
form a nest and that “Bus” and “Rail” can form another from Figure 1.1.

Auto Transit

Auto Carpool Bus Rail
alone

Figure 1.1 Tree diagram for mode choice

The nested framework can be presented in a hierarchical or tree structure such that
each branch denotes a subnet of alternatives or named nest, every leaf on each branch
denotes an alternative.

The nested logit model is derived by assuming the vector of the random
components of the J alternatives, &, = (g,u, TN gn,> follows a type of generalized

extreme value distribution (GEV) with the cumulative distribution:

F(g,)= exp{—i( Y g )‘* J
k=1\_jeB;
where B to By are K non-overlapping subsets or nests in which the set of J alternatives
are partitioned into; A, measures the degree of independence of the error components in
the utility among the alternatives in nest £.
Compare the cumulative distributions of logit and nested logit for the vector:
&, ={Bs75 6 )
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For logit: F(g,) = ﬁ exp(—e ™) = exp[—i e J

j=1 j=1

K
For nested logit: F(g,) = exP[_Z( Z o oulh JA. ]

k=1\_jeB;

The value A; measures the degree of independence and (1-4;) represents the
degree of correlation of the error terms among the alternatives in nest k. The larger the
value of A, the smaller the correlation will be. When A; equals 1 for all &, the
correlation of the error term will become 0, meaning that there is no correlation of the
error terms among the alternatives for all the nests. It is clear that if all 4; equal 1, the
nest logit becomes a simple standard logit model.

In order to obtain a valid nested logit model, the value of A; should lie between 0
and 1 (Kling and Herriges 1995; Herriges and Kling 1996; Train et al. 1987; Lee 1999).
If A is bigger than 1, then the model will become inconsistent with utility maximizing
behavior for some range of the explanatory variables. For A less than 0, the model will
become inconsistent with utility maximizing behavior for all value of explanatory
variables.

By assuming the unobserved components following GEV, the probability of an
individual choosing alternative 7 in subset By can be derived as follows:

Vil 24 Vg 2!
¢ (stBke )
- K Vil 2 A
ZI=I(Z/\=_B‘ € )

The probability above can be used to demonstrate that the IIA property holds
within a nest but not across nests. For instance, given that alternative i is in nest k£ and

niBy

alternative m in nest /, the ratio of probabilities between choosing alternatives i and m
becomes:

A1 > 24
Vylag Vol 2 \* K Vi 24 Vil 2 Vo /2%
PniB,, _ € (Zjegke ) /Zl:l(ZjeB, g _ e stB‘ &

P Vom 44 Vol ! K Vyldy \! T v v, i3\
e b Z jeH,e / ZI:I Z jsn,e . Z jea.e '

If alternatives i and m are in different nests (i.e., k # [), the parentheses in the ratio

can not cancel out, but that ratio depends on the characteristics of all alternatives in the
nest k£ and / that contain alternatives i and m. Note that this ratio does not depend on the
attributes of alternatives in nests other than £ and /. Hence, a form of IIA holds, even
for alternatives in different nests. That form of ITA can be described as “independence
from irrelevant nests (IIN)”.
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If alternatives i and m are in the same nest, that is, k equals /, the terms in the
Vol g
e ni

o

Bus,

parentheses are canceled out and the ratio then becomes:

nmB,

From that equation, one can see that the ratio of probabilities is independent of the
characteristics of all alternatives other than i and m and IIA holds for alternatives
within a nest.

One can use the likelihood ratio test to test whether all A in the nested logit equal 1.

The deterministic component of the utility in nested logit model can also be
divided into two parts. The first part varies over nest &k and is denoted by Wy, that part
is constant for all the alternatives within a nest. The second part varies over the
alternatives within a nest and is denoted by Y,;. The utility is therefore written as
follows:

U,=Wy+Y,+¢&,

Hence, the probability of an alternative in a nested logit can be formulated as a

product of a marginal and conditional probabilities.

1.5 Probit Models

Probit models can handle random taste variation, they allow any patterns of
substitutions and they can be applied to panel data with temporally correlated errors.
The probit model is derived under the assumption of multivariate normal (MVN)
distribution for the error component of the random utility function. The assumption
may be appropriate as many random variables can be assumed to have a normal
distribution. However, there are situations where the use of normal distribution is not

appropriate.
The probit model:
U, =V,+¢, forallj
1 —ls’{)"f: 1
where &, ={¢,,, &,5," 6y} ~N (0, Q), D (,)=———e 2" 2.

(2m)? |2l
The choice probability for alternative i is as below:
P, =prob(V, +¢, >V, +¢&,,Vj#i)
There is no close form for the integral. It must be evaluated numerically by
simulation.

Since that only differences in utility matter, one may work with the differences of
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utilities.
Let U,,=Uy~Un, V,

" i =Voj—Vuiand E,, = &, —&, Then P, =Pr{ U, <0 for all j#i]

Let &,={€,;,&,5:"*» &,;} (With (J-1) components)

" 1 el
and J(&,)=——7—¢?
@m) * Q]

where Q, can be determined from R as follows.

Construct a matrix M; by using a (J-1) identity matrix. Add one extra column of
—1s as the ith column. Then Q, = M, QM.

For example:

ForJ=3andi=2

= 1 -1 0}y "
Hence €, =(0 1 1] 0, Oyp 0,-1 -1
oy 0y oyu)\0 1

One of the two main reasons for using the probit model is for its ease of handling
repeated choices from panel data (the other reason is for dealing with correlations
among alternatives).

Consider a decision maker » who faces a choice among J alternatives in each of 7'
time periods. The utility that he obtains from alternative j in period ¢ is as below:

Unjt = Vaj + €nje

Since the T choices are made by the same decision maker, one would expect &, to
be correlated over time as well as over alternatives, since factors that are not observed
by the researcher can persist over time (by the same decision maker). The vector of
errors for all alternatives in all time periods is as below:

2, =B~ B Bans™ s Bgas™s B s 8}

The covariance matrix of this vector, Q, is of dimension JT x JT. Consider a

sequence of choices of alternatives made by a decision maker: {i,:--, ir}. The

probability of that decision maker making such choices is as below:
P, =PrU, >U,,,Vj#i,Vt1=P1[V,, +¢,, >V, +&,, ] #i, V]

nit njt? it njt nje?
When the values of J and T are large, it is very difficult to find the choice
probability for probit model. That is the main reason why the probit model is much less

popular than the multinomial logit model. In Section 1.6, we will discuss the simulation



