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PREFACE

New methods exist to model and evaluate the diagnosis treatment process together
with the outcome. Also, new methods exist for simultaneous processing of signs, symp-
toms, and laboratory tests which can make available more accurate decisions for phy-
sicians to use in patient management. These methods for both the evaluation and im-
proved decision making have foundations in statistical pattern recognition, a discipline
under development since about 1960. During the last few years the phrase medical
decision analysis has increasingly been applied to the study of these methods.

Basic to the methods is estimation of the multidimensional probability distribution
of the joint collection of signs, symptoms, and laboratory tests (features). There is
increased information in the multidimensional representation of features over that in
the representation of one or two features. Whereas a physician is limited to the latter
low dimensional processing, a digital computer can implement the multidimensional
representation to achieve more accurate decisions. Similarly, evaluation of outcome is
more accurate when a multidimensional representation is used.

Whereas more accurate decisions and evaluations are now possible with the new
methods, it must be recognized that the physician (as a manager), rather than a digital
computer, must analyze the decisions and evaluations presented to him. Put differ-
ently, the physician has a substantial field of knowledge about his patient and the
cultural and technological assets or liabilities available to manage the patients health.
On the other hand, the physician should understand that the methods described can
offer him more accurate decisions and evaluations on the basis of which he should
manage the patient’s health.

On the premise that the physician rather than a machine will manage the patient,
the physician must be provided with well-defined decisions within the context of his
sphere of operation. Ideally, those clinical problems should be identified which have
a fixed structure and frequently recur in clinical practice. For example, a decision from
a 12 lead electrocardiogram is in this category, as is the decision from a CAT scan.
Other examples include the differential diagnosis of chest pain, acute abdominal pain,
pancreas disease, renal disease, and cardiac arrhythmia. An example is evaluating out-
comes for various treatments of breast cancer. Other examples include evaluating the
expected outcome of a brain scan, the expected outcome of surgical vs. medical treat-
ment of coronary artery disease, or the expected outcome of surgical treatment vs. no
treatment of pancreas cancer.

The first part of this book deals with the methods while the second part deals with
applications. One objective of this book is presentation of methods so that in the future
applications can be precisely described and evaluated. The author thus has converted
many of the applications presented to the basic methodology. This makes possible a
precise description of the application, the assumptions made, and possible extensions.

The book begins with an introduction to probability theory and then proceeds to a
presentation of statistical decision rules. At this point classes, features, complex
classes, subclasses, complex features, a priori class probabilities, a posteriori probabil-
ities, differential diagnosis, and class conditional probability density functions are de-
fined and discussed. This is all for a well-defined, structured problem in differential
diagnosis or decision making.

Next a model for expected outcome loss is presented whereby outcomes for various
treatments and decisions can be evaluated. Many special cases of expected outcome
loss are developed, and later in the applications part of the book the special cases of
expected outcome loss are developed.

A distinction then is made between consulting and diagnosis. Various forms of con-
sulting are discussed including the rather simple concept of a protocol. Then after



defining subsystems, activation rules, sequential feature extraction, and new subsys-
tems, a model for automated computer assisted diagnosis and consulting is presented.

Because the needs for assisted diagnosis and consulting of a busy emergency room
physician, an internist, a surgeon a dermatologist, or a clinical pathologist are differ-
ent, a single system for automated computer assisted diagnosis and consulting is not
feasible. Furthermore, because of the differences in cultural and operating spheres
imposed on physicians, automated computer-assisted diagnosis and consulting is
doomed if the attempt is to make it too general. Thus methods for accurate decisions
and/or evaluations of well-structured, repeating problems have the greatest likelihood
of clinical usefulness.

Applications presented include to treat or not to treat, expected outcome of treating
pancreas cancer, coronary artery disease, and breast cancer with surgery. Other appli-
cations include the computer-assisted diagnosis of renal disease, abdominal diseases,
thyroid diseases, congenital heart disease, acute chest pain, hematological disease,
some disease in opthamology, chest trauma, and liver diseases. The predicted outcome
of a radionuclear brain scan also is presented.

The advent of the fast microcomputer and the theory presented in this book made
possible the development of CONSULT I® in 1979. CONSULT I® implements basic
consulting, inverse retrieval, and automatic decision making for well-structured, recur-
ring problems. It was appropriate to develop the inexpensive CONSULT I® for the
field of emergency medicine and ambulatory care.

Furthermore, CONSULT II® was developed with a videodisc player interfaced to
CONSULT I®. The CONSULT II® system with the videodisc player adds color pic-
tures or motion picture segments to basic consulting. Important uses include derma-
tology, radiology, electrocardiograms, hematology, and other areas of medcine.

Edward A. Patrick, M.D., Ph.D.
January 1979
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Chapter 1
INTRODUCTION

This book is intended for those having a serious interest in the use of computers,
statistics, and statistical pattern recognition to improve diagnosis, treatment, and man-
agement in patient care. The book is self-contained, including chapters entitled Intro-
duction to Probability and Statistics and Decision Rules and Estimation. A student in
engineering, mathematics, statistics, computer science, economics, and other fields of
science should be able to comprehend the methods presented. Doctors with similar
interests can make important contributions.

Experience has shown that with extra instruction on the material in the early chapters,
the methods can be comprehended by many residents and practicing doctors. On the
other hand, they are in a better position to appreciate the applications. Ideally, a team
approach involving one or more research physicians and practitioners of this science
can make the most progress.

Early books, such as Fundamentals of Pattern Recognition by Patrick,' are at such
an advanced level as to be difficult to integrate by one not doing research in that area.
Yet, the methods developed in statistical pattern recognition have often been over-
looked by those developing solutions to problems in computer-assisted diagnosis.
Other early books have been more concerned with medical examples involving credible
but elementary methods from statistical pattern recognition. This is not meant as a
general criticism because some of the problems have been solved, resulting in working
systems.

A book by Lusted? discusses elementary properties of the a posteriori probability of a
disease in a differential diagnosis. This work does not deal with the fundamental prob-
lems of estimating multidimensional probability density functions of diseases, ways to
introduce a priori medical knowledge (such as through complex features), and other
methods of dimensionality reduction. He does discuss the decision tree approach to
decision making, which often is an approximation to the optimum approach. Lusted
presents applications to Cushing’s syndrome and congenital heart disease. He provides
a reference list for heart diseases, ECG processing, Cushing’s syndrome, thyroid dis-
ease, gastrointestinal disorders, bone tumors, neurology, hematology, screening, dia-
betes, urology, dermatology, lung cancer, and surgery.

A book edited by Jacquez® deals extensively with a well-known but simple concept
called the ROC (receiver operating characteristic), which is just the probability of a
true positive as a function (plotted against) of the probability of a false positive. This
is of interest to the radiologist in understanding how he sets his decision boundary or,
more precisely, what losses he assigns to different kinds of errors. The general formu-
lation, however, are the decision rules presented in this book.

Jacquez also discusses the decision tree, the a posteriori probability calculated under
many assumptions, and some aspects of decision analysis. In that regard, a model is
presented which involves diagnosis, treatment, and outcomes. Applications discussed
are aching and weakness in the lower extremities, psychiatric disorders, hematologic
diseases, chromosome analysis, serum immunoglobulins, and ECG analysis.

This book presents the methodology of statistical pattern recognition and decision
analysis in the early chapters. Later, when over 25 applications are presented, the
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reader can precisely identify the assumptions made by the authors of the applications
presented. I must confess that it has always bothered me to hear someone proclaim
that a particular application program for computer-assisted medical diagnosis ‘‘does
not work’’ or that I as a physician should perform better. This usually is a statement
made out of context. Has the program been designed to function to resolve a differ-
ential diagnosis when the critic is thinking about monitoring the patient through mul-
tiple states with time, while the program is written as a differential diagnosis at a fixed
state? Often the author of an application program does not precisely define classes,
features, subclasses, complex classes, or class-conditional probability density func-
tions. Then, other researchers are not able to modify the model by updating it or
adding to it.

It is hoped that this book will provide one more step toward the goal of using statistical
pattern recognition or decision analysis and computers to improve health care delivery.
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Chapter 2

INTRODUCTION TO PROBABILITY AND STATISTICS

BASIC NOTATION

This chapter presents an introduction to probability and statistics which will be useful
in later chapters. More depth is provided in the References.'™®

Sets
A set is a collection of objects denoted &,, &,, ..., €., and the set denoted

A=l 8, ool (2.1

where { } means the ‘““collection of’” or “‘set of”’. Equation 2.1 is also written

— g0
A=I&EIT, 2.2)
where the objects in the set are accounted for by the index i = 1, 2, ..., n. A particular
element £, in the set A can be denoted &, € A (&; is an element of A) or, if &, is not in
the set, denoted &; ¢ A (£,is not an element of A).

Examples: {1, 2, 3, 4} = a set of real numbers; {head, tail} = possible results upon
flipping an unbiased coin; {heart attack, food choking, fainting} = a set of causes of
unconsciousness.

Set Operations
Subset: B C A — Bis a subset of A if every element of B also is an element of A.

Equality: B = A if each element of B is an element of A; also , each element of A is
an element of B.

Sums: A + B indicates a set whose elements are all the elements of A, of B, or of
both.

Product: AB indicates a set of all elements that are common to set A and B.

Complement of a Set: The complement of A is a set A containing all elements (or
events) of S not in A.

Difference: The difference A — B is the set consisting of the elements of A that are
not in B. It follows that A — B = AB.

Laws: The Associative Law of Addition is expressed as (A + B) + C = A + (B +
C); the Commutative Law of Addition by A + B = B + A; The Associative Law of
Product by A(B + C) = (AB) + (AC); and the Commutative Law of Product by
(AB)C = A(BC) = ABC.

Events
The set of all possible events in an experiment or model is denoted S. Given one set of
elements {£}%.,, an event may be a single £. Given two sets of elements {£}~,, {n;}



4 Decision Analysis in Medicine: Methods and Applications

"1, an event may be & + n.. Another event is & + n. The totality of all events
considered part of the experiment must be defined and is denoted S.

Example: A coin is tossed twice, and thus there are two sets of elements

[Ei]iz: , = [heads (h), tails (t)] ; first tossing (2.3)

[Ej];: , = [heads (h), tails (t)] ; second tossing (2.4)
The set S (set of all possible events) can be, S = {hh, ht, th, tt} and the entries are
events. Subsets of S can be formed:

A = {heads at the first tossing} = {hh, ht}
B = {only one head came up} = {ht, th}
C = {heads came up at least once} = {hh, ht, th}

Mutually Exclusive Sets

Two sets A and B are called mutually exclusive or disjoint if they have no common
elements; i.e., AB = ¢, where ¢ denotes the empty set, i.e., the set containing no
objects.

M sets A,, A,, ..., Ay are mutually exclusive if A;A; = ¢ for all combinations of i
and j where i # j. This often is written

AjAj = oXF i #] (2.5)
where ™ = for all, # means does not equal.

PROBABILITY SPACES

Experiment: The set S contains all possible events, and therefore, S is the certain event.
The impossible event is denoted O. Redefine for convenience the members of S to be

ul; FZ) eesy /“M; then

= M
5- [“i]i=x (2.6)

The single performance of a well-defined experiment produces a single outcome, p,.

Probability: In the experiment, there exists a number P(y;) called the probability of
the event ;. For convenience, y; can be represented generally by A.

Axioms of Probability: A model called the axiomatic model of probability theory is
characterized by the following three axioms, called the Axioms of Probability:

P(A)>0 @7
P(S)=1 (2.8)
If AB=¢, then P (A +B) = P (A) + P (B) 2.9

where A and B are any sets of events in S. How are probabilities in this model
determined? The basic method is through application of symmetry. For example, if



the experiment is tossing an unbiased coin, S = {h, t}; then by symmetry P(h) = !,
P(t) = Y. From Equations 2.8 and 2.9

p(h+t) = P(h)+P()=%+%=1 (2.10)

because h and t are mutually exclusive events.

A corollary to the three Axioms of Probability is that, in general (if AB # ¢),
P (A+B) = P(A) + P(B) - P(AB) (2.11)

Relative Frequency: In the real world, how does one estimate the probabilities of events
in S? Symmetry, useful for determining probabilities of events when tossing dice or
playing cards, may not apply.

Example: Suppose a patient presents in the emergency room with chest pain, and one
of these three possible events has occurred:

u; — Myocardial infarction (MI)
u: — Coronary insufficiency (CI)
us — Chest pain, noncardiac cause (CP)

Thus, S = {MI, CI, CP}. We don’t know if an assumption such as P(MI) = P(CI) =
P(CP) is valid. A solution is another approach called relative frequency definition of
probability, otherwise known as estimation. We identify the y, (there is only one) for
each of n patients presenting with chest pain. Three estimators then are defined:

Dy

Pu) =P = -

n (2.12)
~ Pal n:
B,y = Prar=— (2.13)
A - n3
P, = Pep=— (2.14)

where n, patients have MI, n, patients have CI, and n; patient have CP and n = n, +
n, + n;. The experiment has been repeated n times, an example of the relative fre-
quency approach to probability.

If an experiment is repeated n times and the event A occurs n, times, then

- l'la
P(A) = —
*) n (2.15)
Additivity of Probabilities of Disjoint Events: if A;A; = ¢,1# j,AAi, j, then
PA+A, +...+AP(A) + P(A)+... + P (Ay)

P(ap (2.16)

Construction of the Probability Space: As always, S = {u,, fa, ..., uu}. Define

P[] =P, 217
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elementary probabilities. Let A be an arbitrary subset of the elements in S, say the kth
possible subset and denote its elements py, Wiz, ..., Kir- These are called the elementary
events:

A=[“k1,pk2, ...,ukr] (218)
Then, from Equations 2.16 and 2.17,

= ...+ P
Pd) =By + By, ¥ ky (2.19)
Thus, the probability of any event A (Equations 2.18 and 2.19) can be determined in
terms of the elementary probabilities, i.e., the probabilities of the elementary events.

CONDITIONAL PROBABILITY

Definition: Suppose that a set S of elementary events has been defined as a probability
space. Let X be any subset of S and w another subset of S. The probability of X given
w is denoted P(X|w); thus,

P (X|w) = P X, w)
P (w) (2.20)

is also called the conditional probability of X. The ratio on the right of Equation 2.20
may be viewed as the probability of the part of X included in w divided by the proba-
bility of w.

Relative Frequency Interpretation: If the experiment is performed n times and X occurs
ny times; w occurs n,, times: and (X,w) occurs ny, times; then

PO = ny/n (2.21)
P(w) = ng/m (2.22)
A

P (X, w)=ny /n (2.23)

and thus, as expected from Equation 2.20

(n,/n) L) (2.24)
TOTAL PROBABILITY

Given M mutually exclusive subsets w,, wz, ..., wy Which are also exhaustive subsets
(S = wy + w; + ... + wu), then with X as any subset of S (an arbitrary event)

X = (X, wl) + (X, Wy +) v wne: B (X,wM) (2.25)

Furthermore, because Xw;, Xw;, ..., Xwy are mutually exclusive*

* Xw, and (X,w,) are different notations for the product on intersection of two sets.



P(X) = PX,w,) + PX,w,) +... + P (X,wyy) (2.26)

which is called the total probability. Then, using Equation 2.20

M
POX) = = PXiw) P
i=1 (227

P1+P2+...+PM=] (2.28)

where P; = P(w;). Equations 2.27 and 2.28 illustrate also a mixture probability where
the P, are called mixing parameters. An example of Equations 2.27 and 2.28 arises in
medicine when there is a differential diagnosis consisting of M diseases, and X is an
observed subset of signs, symptoms, or laboratory tests for the patient. This concept
of M diseases and an observed subset X is basic to decision analysis in medicine and
occurs in many places in this book.

BAYES’ THEOREM

Introduction: Let X and w be as defined above under Conditional Probability. Using
the fact that P(X,w) = P(w,X) and applying Equation 2.20 to each side of the above
equality, we obtain

P(Xiw)P(w) = P(wX)P(X) (2.29)
or
P (wiX) = P (X{w) P (w) (2.30)
P (X)

which is Bayes’ Theorem. Recall that w is a subset of S. Equation 2.30, Bayes’ Theo-
rem, gives the probability of the subset w, given the subset X.

To illustrate how Bayes’ Theorem applies to medical diagnosis, let w be one of the
diseases in a differential diagnosis. We see above in Total Probability that (X,w) is a
subset of X, where X is a set of signs, symptoms, and laboratory tests. That is, (X,w)
is a subset of the signs, symptoms, and laboratory tests which can occur for patients
with disease w. Returning to Equation 2.30, the term P(w) is the probability of the
subset w (without knowing the subset X). Given the subset X, a new conditional prob-
ability p(w|X) is defined and calculated according to Equation 2.30. P(w) is called the
a priori probability. Given the subset X, a new probability, P(w|X) called the a poster-
iori probability, is calculated. The probability p(X|w) is called a class-conditional prob-
ability.

Bayes’ Theorem for a Mixture: In general, there are M mutually exclusive and exhaus-
tive subsets w;, wz, ..., wa (as under Total Probability). Thus, Equations 2.29 and
2.30 can be applied for any subset w;:

P (X|w;) P (w;)

PG = P (X) (2.31)

Substituting the mixture (or equations for total probability) Equations 2.27 and 2.28
for P(X) into Equation 2.31 gives



