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PREFACE

Roughly speaking, this book is addressed to the problem of describing the
spectrum of a linear partial differential operator in I? (E"), where 1< p< o0
and E" is Euclidean n-dimensional space. Simple as the problem sounds, the
complete solution is far from known. We have tried to assemble a significant
amount of material on the topic, but no attempt at completeness can be
made at this time.

Much of what was known before 1962 is contained in the book by Glaz-
man [1965]. However, there has been very rapid development since then,
and the present volume is devoted primarily to some of these advances.

The underlying impetus for the study of the problem is not new ; it stems
from the study of the N-particle Hamiltonian

szi { L i [ 4 + bj(x""i]2+qk(x"") +V(x)

3
=y |87 my ;S | 10X3k4 -3

on the Hilbert space IZ (E*") (see ch. 10). We believe that the recent surge in
activity is due mainly to two factors. First, new mathematical methods have
been developed which have become very useful in treating the classical
problems. Secondly, new applications have arisen with complicated poten-
tials ¥ (x). An additional factor is the theoretical interest coming from the
study of general operators.

We have searched for a specific area which would

a) include many recent advances,

b) illustrate some of the useful mathematical tools,

¢) give indication as to what one can expect in general,

d) be within the grasp of a non-specialist or a graduate student.

The theme we have chosen is the following: Given a partial differential
operator P(D) with constant coefficients on E" and a partial differential
operator Q(x, D) with variable coefficients, we consider P(D)+ Q(x, D) as
an operator on I?(E") (the precise definition of this operator requires care).
Our aim is to describe the effect on the spectrum of P(D) which is produced

VI1



VIII PREFACE

by the addition of the “perturbation” Q(x, D). Our main concern will be
to find conditions on Q(x, D) which will insure that the spectrum of P(D)
is not “appreciably” disturbed (of course this requires a precise definition
as well).

Since many of the topics treated here are of interest to chemists, engineers,
mathematicians and physicists, we have attempted to make the book read-
able to all. For this purpose we have devoted the first three chapters to back-
ground material. Chapter 1 is the largest of the three and contains those
topics from functional analysis which are used in the book. Most proofs
are omitted in this chapter since the material is readily available in books on
functional analysis (see ch. 11). One versed in functional analysis will find
little new here. The only sections deserving slight special attention are §§3, 4, 6.

The second chapter deals with those classes of function spaces which are
used in the book. Here we merely state the theorems; complete proofs
would take us too far afield. References and some proofs are given in ch. 11.
Chapter 3 collects the relatively few facts from the theory of partial differen-
tial operators which are needed.

It may be a bit surprising that the bulk of the basic information required
is not from the theory of partial differential operators, but rather from
functional analysis. One reason for this is the fact that we have chosen to
avoid boundary value problems. This decision is based on several factors.
The theory of boundary value problems is developed to a fairly complete
degree only for second order operators or for elliptic operators. Since we
have tried to treat a large class of non-elliptic operators of arbitrary order,
we would have been unable to carry out the program with respect to boundary
value problems. Even more important is the fact that boundary value
problems involve much more in the way of “hard analysis” devoted to the
derivation of “a priori estimates”. Detailed analysis of such problems might
obscure the essential aspects of the problems. Moreover, those regular
boundary value problems which have been investigated do not give results
materially different from the corresponding problems in all space. On the
other hand, problems in which degeneracy develops at the boundary have
not been studied to the degree that can be used here.

The first three chapters are not to be read as such, but merely used as a
reference when needed in the main body of the book. The reader can either
assume the theorems stated in them or obtain proofs from the references
given in ch. 11. Thus in reality the book begins with chapter 4. The reader
should begin there and refer to chs. 1-3 only when the need arises.

The main material is contained in chs. 4-10. The general theory for con-
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stant coefficient operators is given in ch. 4 while relative compactness is
studied in ch. S. Elliptic operators are considered in ch. 6 and the I? theory
for operators bounded from below is given in ch. 7. Chapter 8 treats self-
adjoint operators while ch. 9 gives a comprehensive theory for second order
operators. In ch. 10 we apply this theory to quantum mechanical systems of
particles. The last chapter, ch. 11, gives references, background material
and discussions of related work.

Each chapter is divided into sections. In reference, ch. 6, §4 means section
4 of chapter 6. Theorems and lemmas are numbered consecutively in the
section where they are found without distinguishing between them. Lemma
2.4 of ch. 7 is the fourth lemma or theorem given in §2 of ch. 7. The chapter
number is omitted when reference is made to theorems, lemmas or sections
of the same chapter.

I would like to thank my students S. Kohn and H. Koller for helpful
suggestions and D. Wilamowsky for correcting parts of the manuscript. |
am also indebted to Drs. T. Kato, P. Rejto and 1. Segal for interesting con-
versations and F. Brownell for very helpful correspondence. Many thanks
are due to Magdalene McNamara, Barbara Morris, Barbara Roberts and
Vinnie Sommerich for typing the manuscript so beautifully. Also deserving
of thanks are Bobbie Friedman and Florence Schreibstein for their cheerful
help. '

The research for this book was sponsored in part by the Air Force Office
of Scientific Research, Air Force Systems Command, United States Air
Force, under AFOSR grant 69-1786. In particular I want to thank Lt. Col.
W. Trott and Dr. R. Pohrer for their encouragement,

Finally I come to my wife, Deborah, whose contributions to this effort
cannot be fully appreciated.

In addition, I wish to thank Isaac Bulka for helping to correct the proofs.

New York M.S.
November, 1970



PREFACE TO THE SECOND EDITION

We have added more material, incorporated some recent advances and
improved some of the sections. Chapter 6 was completely rewritten to
allow us to prove inequalities of the form

Wull, < Cllulls, ,, uweH*”

for much larger classes of functions V(x). We also obtain conditions for
multiplication by V(x) to be a compact operator from H*? to L% In
addition we have been able to strenghthen considerably our results con-
cerning s-extensions. This leads to much better conditions on V/(x) which
guarantee that P(D)+ V has an s-extension with the same essential
spectrum as P(D).

Two sections were added to ch. 5 describing the spectra of operators in
I! and L. Conditions are given to insure that the essential spectrum is
independent of pin I, 1 < p < .

We strenghthened some of the theorems in ch. 7 and added two sections
to ch. 8 showing ways of estimating negative eigenvalues. Various methods
of obtaining bounds for integral operators are explored. In ch. 9 was re-
placed the theorem on essential self-adjointness by recent stronger results
of Kato. Other sections were improved.

We have added many references to the bilbiography, but we could not
make any attempts towards completeness. We would have liked to include
many more topics. To do so would have expanded the volume considerably
and taken it beyond its original scope. We hope to include them in a
subsequent volume.

Irvine Martin Schechter
November, 1985
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CHAPTER 1|

FUNCTIONAL ANALYSIS

§1. Banach and Hilbert spaces

In this chapter we give a brief review of those concepts and results of
functional analysis which will be used in the book. Proofs will be supplied
only when they are not readily available in a text on the subject or when
they are very simple. Specific references will be given in ch. 11. For the
convenience of the reader we start from the basic definitions. However, it
will be difficult to follow this outline without some prior knowledge of the
subject.

A complex Banach space B is a set of elements a, b, c, ... (sometimes called
vectors) for which there is defined an operation of addition and multiplica-
tion by complex numbers «, 3, 7, ... (sometimes called scalars) such that
the following statements hold for all vectors and scalars.

. a+beB.

. na€B.

.at+b=b+a

ca+(b+ce)=(a+b)+

a(a+b) = ca+ab.

. (e+p)a=aa+ pa.

x(Ba) = (2p)a.

. There is an element O€ B such that a+0=a for all ae B.

. For each ae B there is an element —ae B such that a+ (—a)=0.
. To each ae B there corresponds a real number ||g|| such that

@) lloall = lof [all,

(b) l|a|| =0 if and only a=0,

(©) la+b|| Ilall 1l
(

O\ooo_\xc\gn.::-wwu—

—

d) if {a,} is a sequence of elements of B such that ||a,—a,l|—0 as
m, n—o0, then there is an element ae B such that ||a,—al|—0 as
n—00.

We usually use a—b as an abbreviation of a+ (—b), and a,—a as an



2 FUNCTIONAL ANALYSIS CH. |

abbreviation of ||a,— a||—0. In the latter case we say that the sequence {a,}
converges to a.
The number ||a|| is called the norm of a. It is non-negative since

0= /0|l = lla—all < |lall +]| —all = 2[|al| .

Statement 10(d) is usually referred to as the completeness property of B.
A sequence {a,} satisfying ||a,—a,l|—0 as n,m—co is called a Cauchy
sequence.

A subset S of B is called closed if ae S whenever there is a sequence {a,}
of elements of S such that a,—a. A subset V of B is called a subspace if
aa+ fbis in V for all a, be V and all scalars a«, . An element a is called a

linear combination of the elements a,, ..., a, if there are scalars o, ..., o,
such that
a=o,a,+ ... +a,a,. (1.1)

The set of elements a,, ..., a, is called linearly dependent if there are scalars
oy, ..., o, nOt all zero such that

o ay+ ... +o,a,=0. (1.2)

Otherwise it is called linearly independent. For n a non-negative integer, a
subspace V is said to be of dimension < n if every set of n vectors is linearly
dependent. It is said to be of dimension n if it is of dimension < n+1 but
not of dimension < n. If V is not of dimension n for any finite n, we say that
it has infinite dimension. The dimension of a subspace V is sometimes
denoted by dim V.

A set of elements ay, ..., a, contained in a subspace V of B is called a
basis of V if it is linearly independent and every element ae V can be ex-
pressed in the form (1.1). The following is an obvious consequence of the
definition.

Lemma 1.1. If the dimension of V is n, then every linearly independent set of
n elements is a basis of V. Thus V has a basis.

A subset S of B is called bounded if there is a (finite) number M such that
|lal| < M for all aeS. It is called compact if every sequence {q,| of elements
of S has a subsequence converging to an element of S.

Lemma 1.2. A subspace V of B has finite dimension if and only if all of its
bounded closed subsets are compact.
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Lemma 1.3. For any n elements a, ..., a, of B, the set of their linear com-
binations forms a subspace of B of dimension < n.

A subset S of B is called dense if for each ae B there is a sequence {q,| of
elements of S converging to a. If a subspace is not dense, there is a closed
subspace containing it which is not the whole of B.

If M, N are subspaces of B such that M n N= [0}, we let M @ N denote
the set of all vectors a € B which can be written in the form b+ ¢ with be M
and ce N. Clearly M @ N is a subspace of B.

Lemma 1.4. Suppose M,N.S are subspaces of B such that MAnN=MnS=
0}.If S®M =N @ M, then dim S< dim N.

Proof. We shall show that for each n, dim N < n implies dim S < n. Sup-
pose that dim N < n, and let a, ..., a, be any n elements of S. We can write

a;j=a; +a, I<j<n,

where a;; € N and a;,€ M. Since dim N < n, there are scalars «, ..., , not
all zero such that

n
Z ajaj, = 0 .
1
Hence
n n
ZO(_,HJ= Z dJaJZEM .
1 1

Since S n M = {0}, we have
Y a;a;=0,
1
and the proof is complete.
A collection of elements which satisfy statements 1-10(c) is called a
(complex) normed vector space (or normed linear space). The following theo-

rem is important in many applications.

Theorem 1.5. If X is a normed vector space, then there exists a Banach space
B containing X such that the norm of B coincides on X with the norm of X.
and X is a dense subspace of B.
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The Banach space B is called the completion of X.

If X and Y are normed vector spaces, we can form their cartesian product
X x Y as follows. We consider all ordered pairs {x, v} of elements x€ X,
yeY and define

2y (X 1, Vi) +0(X0, V2D = {0y X, + 05X, 8 Yy +%3Y5)

lI<x, w11 = (el + 11112

One checks easily that under these definitions X x Y becomes a normed
vector space. Moreover, if X and Y are Banach spaces, the same is true of
XxY.

A scalar product on a (complex) normed vector space X is an assignment
which assigns a complex number (x, y) to each element {x, y) of X x X in
such a way that

M) (exy) =alx y),

(ii) (x, ¥) = (3. x) (the complex conjugate),
(1)  (x+wy2) =(x )+ 2),
(iv) (x, x) = |I|* .

A Banach space which has a scalar product is called a Hilbert space.

In a Hilbert space X we shall say that elements x, y are orthogonal and
write x L y if (x, y)=0. If S is a subset of X we let S* denote the set of all
elements of X which are orthogonal to all elements of S. If V' is a closed
subspace of X, we have X=V @ V"

A sequence {x,| of elements of a Hilbert space X is said to converge
weakly to an element x € X if (x,— x, y)—0 as n— oo for each ye X. We write
x,—x in this case. We shall need

Theorem 1.6. If {x;} is a sequence of elements of a Hilbert space X such that
”xk”<C9 k=1,2,...,

then there is a subsequence |y, of {x,| and an element ze X such that y,— z.

A sequence |{x,| of elements of a Hilbert space is called orthonormal if
(Xj,xk)=6.ik, j,k=1,2,...,
where d;, is the Kronecker delta (6, =0 for j#k, 6, =1).

Lemma 1.7. Every infinite dimensional subspace of a Hilbert space contains
an orthonormal sequence.



