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With the rapid development of information society, digital communication
technology and computer network has been widely used in various fields of the so-
ciety. Accordingly, there are all sorts of diverse and unpredictable data and how
to carry on the analysis and processing of these data is the first problem. In many
practical applications, we often encounter the problem of missing data, such as
the famous Netflix problem. Netflix is an online movie rental provider. He used
the score which is the customers’ rating for the DVD they have seen to predict
customers’ preferences and then recommending the film to the customer accurate-
ly. We can form a matrix where the rows index each individual and the columns
index the questions. We collect data to fill out this table but unfortunately, many
questions are left unanswered. The question, then, is how to make an educated
guess about what the missing answers should be. This seems to be an impossible
job. However, in generally, the data matrix of all user — ratings may be approxi-
mately low — rank because it is commonly believed that only a few factors contrib-
ute to an individual’ s tastes or preferences. In this case, we can recover the ma-
trix from only a few of elements through some suitable methods. This problem is
the now famous low — rank matrix completion problem.

The low — rank matrix completion problem involves recovering an unknown
low rank or approximately low rank matrix from very limited number of known en-
tries. A lot of people have much skepticism about whether this problem can be

solved. Candes prove strictly that one can perfectly recover most low — rank matri-
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ces from what appears to be an incomplete set of entries by solving a simple con-
vex optimization program. Following this breakthrough work, many scholars have
devoted themselves to the research of this area in the past few years. In the first
chapter, we will introduce the existing theories and algorithms in detail.

Together with the development of the theoretical results above, the matrix
completion problem has been successfully applied in many fields such as machine
learning , data mining and artificial intelligence. For example, we can convert the
video denoising problem with mixed noises to the matrix completion problem and
then using convex programming method to solve it. Matrix completion method can
also solve the problem of multi label classification in a large number of missing
cases. In addition, matrix completion method has been paid more attention to in
many problems, such as dimension reduction, sensing network and so on.

When the data is more complex, just use the matrix to indicate these data
tend to lose some structural information of the data itself, then we need to use the
tensor to represent the relationship between this multi objective. High order tensor
as the extension of the concept of vector (1 — order tensor) and matrix (2 — order
tensor ) has very important applications in many fields, such as chemical measure-
ment method, psychological measurement, signal processing and so on. We find
that, in the case of high dimension, a lot of problems can be translated into a low
rank tensor which can describe the original data well. We call this kind of prob-
lem the low — rank tensor completion problem. In recent years, this problem has
been widely used, such as in the field of computer vision and image processing.

Anyway, in the information explosion era, matrix completion and tensor
completion method has become the new approach and way for people to deal with
complex data. Research on these problems can promote the development of many
fields such as machine learning and artificial intelligence. In recent years, al-
though many scholars are committed to the establishment of a reasonable model

and fast and effective algorithm, but this has not reduced the enthusiasm for the
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Preface

study of this problem. The analysis and improvement of the advantages and disad-
vantages of the existing models and algorithms is still a significant research con-
tent. The aim of this book is to discuss the establishment of the model and the sol-
ving algorithm for the matrix completion and tensor completion problem. Its main
contents and specific arrangements are as follows.

In the first chapter, we mainly introduce the basic concepts and knowledge,
the theoretical guarantee of each model and some existing models and algorithms.

When solving the nuclear norm minimization model, we often need to dis-
cuss the regularization parameters. To avoid this, in the second chapter we pro-
pose a new model for matrix completion problem based on nuclear norm and indi-
cator function. This model is an unconstraint optimization problem, which does
not contain the regularization parameter and the objective function of which is a
sum of nuclear norm of the matrix and an indicator function on a convex set in.
Firstly, we introduce the subdifferential, Moreau — Yosida regularization, proxi-
mal point mapping and proximity operator and other related concepts and proper-
ties. Subsequently, we obtain a set of fixed point equations by using the proximity
operator, the optimal solution of which is the same with the original problem and
then we design a proximal point algorithm to solve it. Then the convergence of our
algorithm is established strictly. We prove when the parameters are suitable the
algorithm can converge to the optimal solution of the original problem. Finally,
we test the effectiveness and robustness of the proposed algorithm by experiment
on randomly generated artificial data and real image recovery problems. The nu-
merical results suggest that significant improvement can be achieved by our algo-
rithm compared to the other reported methods.

In the third chapter, we use a smoothed function—Hyperbolic Tangent func-
tion to approximate the rank function, and then with the smoothed function to
solve the matrix completion problem. The advantage of the hyperbolic tangent

function is its differential property, and this makes the method more convenient to
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solve the model. But the need to pay attention to is that the differential property
of the hyperbolic tangent function is not for the matrix but the singular vector of
the matrix. Therefore, it is needed to use the differential of the composite func-
tion to get the function of the differential of the matrix itself. Next, we design the
gradient projection algorithm to solve the smooth function model by the gradient
direction of the function as the descent direction. A large number of experimental
results show that the proposed model and algorithm can obtain a better recovery
effect.

In the fourth chapter, in order to decrease the gap between the nuclear norm
and the rank function, we add weight vector in the nuclear norm and build a
weighted nuclear norm regularization model. The weight vector is the inverse of
the singular value of the optimal solution is obtained in the last iteration, by this
the gap between the nuclear norm and the rank function is reduced effectively.
But the model is a non — convex optimization model, which brings difficulties to
the solution of the problem. We first construct an auxiliary function which satisfies
the condition and can be easily solved by using the majorization — minimization
approach, and then by solving the auxiliary function minimization problem itera-
tively to get the optimal solution of the original optimization model. Finally, we
use a large number of experiments to illustrate the effectiveness of the algorithm
including the test of the matrices generated randomly, the real Jester data image
recovery problems.

In the fifth chapter, we propose a unified non — convex model framework for
matrix completion by using non — convex function to replace the rank function.
Under the framework ,many non — convex models and some previously mentioned
models can be obtained as special cases of the general framework. Because the
model is the non — convex optimization problem, we use Difference of Convex
functions (DC) programming and DC Algorithms (DCA) to solve the model. In

addition, we give a new non — convex function—exponential type function to in-
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stead of rank function. We make some numerical comparison between our algo-
rithms and the state — of — the — art method on randomly generated matrices, real
data and image recovery problems. The results suggest that exponential type func-
tion model is more effective and promising.

In the sixth chapter, we mainly consider algorithm based on the hard thresh-
old. Most algorithms about hard threshold use the negative gradient direction of
the object function as search direction. There are some work about the selection of
step size. In this chapter, we improve the hard threshold algorithm though the
semi — iterative method. Our proposed algorithm has faster convergence rate. In
the same way as in the previous chapters, we make some numerical comparison
on randomly generated matrices and real image recovery problems. Compared to
other iterative shrinkage algorithms, the performances of our proposed algorithm
show a clear improvement in computation time.

In the seventh chapter, we mainly research the tensor completion problem.
This problem has received a lot of attention, because it is a direct generalization
of the matrix completion problem. At present, there are some work which general-
ize the convex relaxation model for matrix completion to solve the problem of ten-
sor. But there is a lack of discussion about the non — convex model of tensor com-
pletion. In this chapter, we introduce the weighted nuclear norm for tensor and
develop majorization — minimization weighted soft threshold algorithm to solve ten-
sor completion problems. We still test the recovery effect for the artificial synthe-
sis tensor and real images and MRI images. The experiment results demonstrate
the effectiveness of the improved algorithm.

In the eighth chapter, we mainly research the iterative hard threshold algo-
rithm for tensor completion problem. Rauhut introduced the hard threshold opera-
tors into the tensor completion problem, and proposed a hard threshold method for
tensor completion. We improve the descent direction by semi — iterative method in

the hard threshold method, and obtain a semi — iterative hard threshold algorithm
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for the tensor completion problem. In the experimental part, we still test the algo-
rithms on the artificial synthesis tensor and real images. We compare the pro-
posed algorithm with the original TIHT algorithm and FP — LATC and HaLRTC
which are based on soft threshold operators. The experimental results show that
the improved algorithm has a great improvement in terms of computational accura-
cy and computation time.

The ninth chapter, we mainly focus on the key problems in the calculation.
We do some work about the design and implementation of several algorithms to
solve the tensor completion problem, and then compare them to each other. The
algorithms involved in this chapter include TC — SV algorithm, TC - MM algo-
rithm and TC — MWST algorithm. Experimental results on the synthetic tensor
and the real image restoration show that these three algorithms have great advanta-
ges in both computational accuracy and computational speed.

In the final chapter, we summarize the main work of this book and put for-
ward the future research direction.

This book is mainly based on the authors research results in the period of
doctor. We assume that the reader has a basic knowledge of optimization theory,
and is interested in the theory and application of matrix and tensor completion
problem. Therefore, in view of the above reader group, the characteristics of this
book are as follows :

1. According to the theory and method of optimization, the convergence a-
nalysis of some algorithms in the book is carried out.

Although our research is focused on issues related to the modeling and algo-
rithm, but in order to make the research more comprehensive, in the part of the
algorithm, we analyze the convergence of the algorithm and make a rigorous math-
ematical proof.

2. In the last part of each chapter, we introduce the application of the algo-

rithm.
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The structure of each chapter is the introduction of the problem, the model
proposed, the corresponding algorithm and the application effect of algorithm. In
the last part, we add the real world data and image processing problems in the
numerical experiments. There are two purposes for this, one is to enable readers
to see the accuracy and speed of the study algorithm, the other is to give some
specific applications.

The publication of this book received the support of the publishing fund of
Hebei University of Economics and Business and the key subject applied statistics
foundation of Hebei province, here together to thank! In the occasion of the pub-
lication of this book, first want to thank Laisheng Wang professor of China Agri-
cultural University, who gave guidance to the research work of this book, and
spent a lot of time to carefully review and revise the book s theory and methods.
We would also like to thank my doctoral students, they provide a lot of valuable
advice, which ensures the quality of the book. Finally, we will thank to the edi-
tors of Hebei Science and Technology Publishing House, they have a serious atti-
tude and high quality work efficiency, and left a deep impression on me. We
dedicate this book to all those who have given us support and help.

During the writing process, the author has read a large number of domestic
and foreign related literature , which has been indicated in the back of this book. I
would like to express my heartfelt thanks to the authors of these papers.

Finally, it should be pointed out that due to our limited level, the wrong or
inappropriate place is inevitable, so we sincerely welcome peer experts and read-

ers to criticize, and put forward valuable suggestions.
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