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1

Introduction

This textbook aims to teach you how to analyse and interpret language data in
written or orthographically transcribed form (i.e. represented as if it were written,
if the original data is spoken). It will do so in a way that should not only provide
you with the technical skills for such an analysis for your own research purposes,
but also raise your awareness of how corpus evidence can be used in order to
develop a better understanding of the forms and functions of language. It will
also teach you how to use corpus data in more applied contexts, such as e.g. in
identifying suitable materials/examples for language teaching, investigating socio-
linguistic phenomena, or even trying to verity existing linguistic theories, as well
as to develop your own hypotheses about the many different aspects of language
that can be investigated through corpora. The focus will primarily be on English-
language data, although we may occasionally, whenever appropriate, refer to issues
that could be relevant to the analysis of other languages. In doing so, we’ll try to
stay as theory-neutral as possible, so that no matter which ‘flavour(s)’ of linguistics
you may have been exposed to before, you should always be able to understand
the background to all the exercises or questions presented here.

The book is aimed at a variety of readers, ranging mainly from linguistics stu-
dents at senior undergraduate, Masters, or even PhD levels who are still unfamiliar
with corpus linguistics, to language teachers or textbook developers who want to
create or employ more real-life teaching materials. As many of the techniques we’ll
be dealing with here also allow us to investigate issues of style in both literary and
non-literary text, and much of the data we’ll initially use actually consists of fic-
tional works because these are easier to obtain and often don’t cause any copyright

Practical Corpns Linguistics: An Introduction to Corpus-Based Language Analysis, First Edition. Martin Weisser.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.



2

INTRODUCTION

issues, the book should hopefully also be useful to students of literary stylistics. To
some extent, I also hope it may be beneficial to computer scientists working on
language processing tasks, who, at least in my experience, often lack some crucial
knowledge in understanding the complexities and intricacies of language, and fre-
quently tend to resort to mathematical methods when more linguistic (symbolic)
ones would be more appropriate, even if these may make the process of writing
‘elegant” and efficient algorithms more difficult.

You may also be asking yourself why you should still be using a textbook at all in
this day and age, when there are so many video tutorials available, and most pro-
grams offer at least some sort of online help to get you started. Essentially, there
are two main reasons for this: a) such sources of information are only designed to
provide you with a basic overview, but don’t actually teach you, simply demon-
strating how things are done. In other words they may do a relatively good job
in showing you one or more ways of doing a few things, but often don’t really
allow you to use a particular program independently and for more complex tasks
than the author of the tutorial/help file may actually have envisaged. And b) online
tutorials, such as the ones on YouTube, may not only take a rather long time to
(down)load, but might not even be (easily) accessible in some parts of the world
at all, due to internet censorship.

If you’re completely new to data analysis on the computer and working with —
as opposed to simply opening and reading — different file types, some of the con-
cepts and methods we’ll discuss here may occasionally make you feel like you’re
doing computer science instead of working with language. This is, unfortunately,
something you’ll need to try and get used to, until you begin to understand the
intricacies of working with language data on the computer better, and, by doing
so, will also develop your understanding of the complexity inherent in language
(data) itself. This is by no means an easy task, so working with this book, and
thereby trying to develop a more complete understanding of language and how
we can best analyse and describe it, be it for linguistic or language teaching pur-
poses, will often require us to do some very careful reading and thinking about the
points under discussion, so as to be able to develop and verify our own hypotheses
about particular language features. However, doing so is well worth it, as you’ll
hopefully realise long before reaching the end of the book, as it opens up possibil-
ities for understanding language that go far beyond a simple manual, small-scale,
analysis of texts.

In order to achieve the aims of the book, we’ll begin by discussing which types
of data are already readily available, exploring ways of obtaining our own data,
and developing an understanding of the nature of electronic documents and what
may make them different from the more traditional types of printed documents
we're all familiar with. This understanding will be developed further throughout
the book, as we take a look at a number of computer programs that will help
us to conduct our analyses at various levels, ranging from words to phrases, and
to even larger units of text. At the same time, of course, we cannot ignore the
fact that there may be issues in corpus linguistics related to lower levels, such



