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Part 1: Computing

Unit One

Text
Making Sense of 64-Bit Processors

In 2000, Intel introduced the Itanium processor, a 64-bit Explicitly Parallel
Instruction Computing (EPIC) processor initially intended for the same types of
functions as its competition. According to Intel, the Itanium processor offered up to
twice the transaction performance of RISC processors, at about half the price per
transaction. As Jerry Braun, product line manager for Intel’s dual Xeon processors,
puts it: “The Itanium replaced aging RISC.” Compaq, Dell, and IBM are among
the vendors currently offering servers based on the Itanium.

However, the first Itanium chips suffered from some major drawbacks. They
weren’t designed to run 32-bit applications, and Itanium-based products attracted a
disappointingly small number of buyers. This led to the perception that Intel did the
64-bit processor “wrong” .

By contrast, AMD did things “right” with its Opteron processor, released in
April 2003. The Opteron was designed to run 64-bit applications, as well as provide
all the benefits of 64-bit processing. But AMD went a step further. It created 64-bit
extensions in the Opteron’s core that allowed the chip to run 32-bit applications
under a 32-bit OS. And since the Opteron could also run 32-bit applications natively
under a 64-bit OS, this made the processor fully compatible with 32-bit applications.
In effect, the Opteron was a 64-bit processor able to do 32-bit computing.

Intel responded by adding a 32-bit emulator to its subsequent Itanium chip, the
Itanium 2. This emulator didn’t run 32-bit x86 applications as native applications.
Instead, it translated the 32-bit instructions into code that could be run on the
Itanium chip. This extra step meant that applications didn’t typically run as quickly
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as applications with native support. (However, the higher performance of the newest
Itanium 2 processor today can arguably compensate for the performance hit taken by
translation.)

AMD followed the Opteron with a mobile version of the 64-bit processor. The
company now also offers versions designed for low-end servers and workstations
under the Athlon 64 family. The ability to run 32-bit applications natively (and the
inability of Itanium to do the same) has helped AMD’s Opteron sales to quickly
eclipse those of the Itanium.

In July, Intel announced its answer to the Opteron. Previously code-named
Nokona, the Xeon EM64T processor runs 32-bit applications natively and provides
the ability to run in 64-bit mode. The Xeon EMG64T also implements 64-bit
extensions compatible with those developed by AMD.

The move to 64-bit processors is an evolutionary step that’s been on product
roadmaps for both Intel and AMD for some time. In the future, the chipmakers plan
to phase out 32-bit processors and eventually only offer 64-bit processors. AMD, for
example, is looking to produce 32-bit processors at the end of next year, but only if
the market still demands them.

Why 64-Bit? )

One of the primary advantagés of 64-bit processors is their ability to effectively
remove the memory addressing limit inherent in 32-bit processors. A 32-bit
processor can only address 2* bytes, or 4Gbytes, of data. While this may be
adequate for basic computing operations, it’s often nowhere near adequate for
processing extremely large databases, complex drawings, video, multiple
applications, or complex gaming.

On the other hand, 64-bit processors can access 2% bytes, or 16 Exabytes, of
data. This astronomical number has been estimated to be five times as large as the
number of words spoken by all people throughout history. The limit on addressable
memory space goes away when a 64-bit processor is running in 64-bit mode.

Intel’s Itanium and Xeon EM64T and AMD’s 64-bit processors are full 64-bit
implementations, with 64-bit physical addressing, according to Nick Carr, marketing
manager at Red Hat. When run using 64-bit OSs, 64-bit applications don’t have to
deal with the issues and limitations of addressable space that 32-bit applications

must deal with.
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64-bit processors also have additional registers, reducing the need for

applications to go to slower main memory. These registers retain data being

processed and deliver it to the CPU when needed. This saves the CPU from having
to fetch it from cache, slower main memory or, slowest of all, hard disk.

In addition, a portion of the 4Gbyte address space provided by 32-bit
processors is devoted to managing the processes being run. In Windows, this is half
of the virtual address space, or the upper half of the 4Gbytes.

The benefits of 64-bit processors extend beyond the nearly unlimited memory
addressing space. The processors can also fetch 64 bits of data at a time. All three
64-bit families—the Itanium, the Xeon EM64T, and AMD’s 64-bit processors—
support a wider data path, handling twice the amount of data that can be handled at a
time by their 32-bit counterparts.

The combination is greater than merely the sum of the parts. With their ability
to handle more data and to address a virtually unlimited address space, 64-bit
processors can process considerably more data and run more applications than a
32-bit processor or OS.

Other functions built into the chip design also enhance performance. This is
especially true for the Itanium and Itanium 2 processors, which are designed to run a
limited set of instructions and to run them in parallel. Parallelism is integrated into
the Itanium’s architecture and allows it to fetch up to three instructions at once. The
processor can execute up to 20 instructions in parallel and includes 128 registers (32
static and 96 rotating). The result is extremely fast performance for certain types of
applications that lend themselves to parallelism, such as large databases,
computer-aided design, ERP, and business simulations. According to a document
obtained from Intel’s labs, the Itanium also has the ability to provide the “illusion of
infinite physical registers,” removing register-related processing restrictions.

Finally, the Itanium can easily outperform the Xeon EM64T and the AMD
64-bit processors when running applications that make use of the its integrated
hardware features.

Software Support and Conversion

For years, 64-bit OSs have been available for 64-bit RISC processors. These
OSs included Solaris and HP-UX, among others. 64-bit OSs have also been
available for the Itanium processor for some time now.



A 64-bit Linux kernel has also been developed for the AMD 64-bit processors,
the Itanium, and the Xeon EM64T. This kernel has been rolled into Red Hat Linux,
Fedora Linux, SUSE, and other Linux distributions.

“If you put 64-bit Red Hat OS on a box, it will run 32-bit applications and
64-bit applications. The AMD 64 and EM64T will run an old 32-bit OS or a new
64-bit OS,” notes Red Hat’s Carr. However, “If you put a 32-bit OS on it, you
essentially throw away 32-bits of silicon—there’s everything 32-bit about. If you
use a 64-bit OS, then you use all the features. You can choose to run 64-bit
applications or 32-bit applications.”

Microsoft’s delivery of a 64-bit versions of Windows XP Professional and
Windows 2003 server has been pushed back to the middle of next year. However,
the company has made beta versions of its 64-bit OSs free for download on its Web
site. In late August, it also announced a free program to exchange 32-bit versions of
Windows 2003 Server and XP Professional for 64-bit versions of the programs when
they become available.

If that’s too long to wait, Linux and its variants are already available. As Sun’s
Wambaugh notes, “The Opteron runs Linux screamingly fast. It runs Solaris
screamingly fast.” The same can probably be said for Linux and Solaris on the Xeon
EMB64T because the underlying instruction sets are extremely similar.

If a 32-bit application won’t benefit from the added address space available to
64-bit applications running on a 64-bit OS, porting the application to a 64-bit
version may not be necessary. These applications should run well in the 32-bit space
provided by the 64-bit OS. In particular, 32-bit applications running on the AMD 64
or Xeon EM64T processors under a 64-bit OS will run faster than if they were
running on a 32-bit OS. Also, more 32-bit programs can run under a 64-bit OS than
a 32-bit OS.

In order to run a 32-bit application as a 64-bit application, it must be
recompiled for a 64-bit OS. AMD, Intel, and third-party compiler companies offer
tools that simplify the recompilation of applications written in a number of
programming languages. In many cases, the recompile can be done relatively
quickly, with minimal recoding.

Overall, developers aren’t expected to have significant challenges recompiling
32-bit applications to run as 64-bit applications. However, there may not be much

pressure to make these changes to mainstream applications because the Xeon



EM64T and AMD 64-bit chips handle 32-bit applications so elegantly already.

The Itanium is a somewhat different story. Because it was developed for
extremely high-performance processing of very large data sets and has a unique set
of registers, instructions, and other elements, compiling a 32-bit application to run
on the Itanium may pose more challenges. Itanium compilers should make good use
of all the Itanium’s extra registers and other performance-enabling capabilities.

Many applications have been developed in 64-bit, in part because the Itanium
can typically run applications that have no original 32-bit counterpart, and because
the processor wasn’t originally able to run 32-bit programs.

Mark Brownstein
10/01/2004 12:00 H EST
http://www.networkmagazine.com/shared/article/showArticle.jhtmi?articleld=47205169

Words and Expressions

astronomical K L2 main memory - {71l 3%
compatible FRZ M) parallelism 347
compiler Zii¥R% perception M, #&
eclipse Bk, fFEARAEA programming language FEF&iHES
emulator 1/ EL#% recode FEH 4wty
exabyte HALFT recompile FHgRF
hard disk £ register B 7y
implementation SZE{ transaction SbEE, FHS
instruction f§4 vendor LI
Exercises

Reading comprehension

I. Answer the following questions according to the text.

1. What are the disadvantages of Intel’s Itanium processor?

2. AMD’s Opteron is considered better than Intel’s Itanium. What’s thé reason?

3. What is the function of the emulator in the Intel Itanium 2 processor?

4. Why is it necessary to remove the memory addressing limit inherent in 32-bit
processors?

5. What’s the significance of integrating parallelism into the processor

architecture?



6. What are the measures taken by Microsoft to support 64-bit processors?

7. Should all mainstream applications be recompiled to run as 64-bit programs?
8. Will you equip your PC with a 64-bit processor?

Word-building

II. Summarize the following prefixes.

monoflop octal
unidirectional decimal
ambipolar hexadecimal
bistable - microvolt
duplex nanosecond
dipolar kilobyte
quadratic megabyte
tristate gigabyte
quadrant terabyte
Pentium exabyte
Translation

II1. Translate the following sentences into Chinese.

1. A data block is the unit of transfer between main memory and auxiliary
storage and usually consists of several records.

2. We define a hacker as a“computer enthusiast who enjoys learning everything
about a computer system by means of clever programming” .

3. Data structures which change in size once they have been created are called
dynamic data structures.

4. As the use of computer networks, especially the Internet, has become
pervasive, the concept of computer security has expanded to denote issues pertaining
to the networked use of computers and their resources.

5. Multiprogramming means the existence of many programs in different parts
of main memory at the same time. '

6. In general, integrity refers to maintaining the correctness and consistency of
the data.

7. Task management routines, which operate in the supervisor state and are
primarily core-resident, are frequently referred to as the supervisor of the operating
system.

8. A facility allowing a peripheral device to transfer characters directly to
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memory without going through the CPU is known as direct memory access (DMA).
IV. Translate the following sentences into English.
1. BT, IBM. BURSE BAEHRSET Ianium B R KRS 7.
2. AMD £ il 64 f7 4L FEES Opteron 24Xt 64 AN R, BHEEERE

32N .
3. Intel ff] Itanium ZCEE BSR4 64 100, AFHA R UAEREFEHIUET
Ji] B 7] »

4. Intel f¥] Itanium 238 3§ — K REEX 64 FIEE, B E AT HATHAT 20 &£364

5. BRMHFFHRMAE CPU AT NEEEF. W77-SE 5% USRI

6. 7F 32 AL ALFE 2% () 4GB ik F W+, HF—HMAaREHTEREABITH
R

7. R AR CHH 64 AIEE RGN B WRRUBE T M35 B, WT%% TH.

8. AMD. Intel fl—2:8 =7 A RMAHRE— LT R, AUBKESHES
NP ERETE.

Reading
Platform 201S Unveiled at IDF Spring 2005

“Imagine a phone that can translate languages in real time..., or finding a
photo of your children playing with a pet from among thousands of photos... To
deliver these capabilities in products that are easy to use and attractive to many
people requires that we, as an industry, rethink our approach to platform

development.”
—Justin R. Rattner, Intel senior fellow and director
of the Corporate Technology Group

As the new director and public face to Intel’s research and development
endeavors, Justin Rattner articulated Intel’s vision for a more natural and humanized
form of digital intelligence in his keynote at the Intel Developer Conference (IDF)
Spring 2005 conference in California.

In the Platform 2015 vision, technology is not only more natural and easier to
use, but also less prescriptive and more predictive. Reiterating concepts from the Era
of Tera keynote first put forward by Pat Gelsinger at IDF Spring 2004, Rattner
described a time when technology will rapidly and transparently synthesize high
volumes of complex data and explore different outcomes, ultimately helping people
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do what they want to do more easily.
Rattner illustrated some of the potential future usage models that Intel is

experimenting with to understand their impact on future architecture.

Technology that People Want to Use

Rattner outlined how researchers at Intel are studying the types of tasks people
will want their electronic products to do. The researchers then use that knowledge to
drive hardware and software technology development that will serve as the
foundation for more intelligent future platforms.

“We should have interfaces that understand that, as a human, we’re fairly
error-prone,”  said Rattner. “You know, ‘to err is human.’ ...Instead of getting a
nasty ‘File not found’ message, we’d like to hear, ‘Did you mean this? Did you
mean that?” Much like Google does today, but expanded hundreds of times.” He
continued,“Imagine. .. that your home actually helps you live a healthier lifestylethat
it monitors (your health)...and detects signs of an early disease, ...provides
information to your physician, and generally gets those problems corrected early on.
Imagine a phone that can translate languages in real time so you can talk to people in
other countries more easily, or finding a photo of your children playing with a pet
from among the thousands of photos you have stored in multiple computers in your
house.” ,

Even Hollywood joined Rattner to support Intel’s Platform 2015 vision, in the
form of Steve Sullivan, director of research and development at Industrial Light and
Magic (ILM). ILM is the digital effects company behind the Star Wars and Pirates
of the Caribbean movies. After wowing the crowd with samples of digital effects in
virtual-reality pieces, Sullivan repeated the need for greater amounts of processing
power to meet the ever-increasing demand for exciting and realistic digital content,
whether for entertainment or electronic commerce.

In order to create the technology and platforms that support many of these
usage models, processing capability needs to increase by hundreds or even
thousands of times. “(Some of these) tasks might seem simple,” Rattner explained,

“but they require levels of performance, sophistication and intelligence in both
hardware and software that don’t exist today. To deliver these capabilities in
producis that are easy to use and attractive to many people requires that we, as an
industry, rethink our approach to platform development.”



New Uses Require Architectural Innovation and Evelution

In order to support new usage models, future processors and platforms based on
them must evolve through innovations in many key areas, including:

Low power

Reconfigurable architecture

Accelerators

Advanced wireless communications

System management

- Security

Identity

Rattner focused on two technology areas fundamental to the Platform 2015
vision: virtualization and large-scale, thread-level parallelism. 3D-intensive
applications, such as games, have posed a unique challenge to virtualization because
they dominate the graphics pipeline and prevent multiple virtual machines from
sharing the physical graphics device. Another R&D engineer joined Rattner to
demonstrate a prototype solution that allows an operating system and graphics driver
to run in a virtual machine in the same way that it does on a “bare metal” machine.
This capability allows for different virtual machines to share the physical hardware.
This effective sharing can enable multiplayer gaming on one machine and enable
other display-intensive applications to run within multiple windows.

Rattner introduced the “many-core” concept, explaining that Intel researchers
and scientists are experimenting with “many tens of cores, potentially even hundreds
of cores per die, per single processor die. And those cores will be. supporting tens,
hundreds, maybe even thousands of simultaneous execution threads. ”

Software, particularly large-scale, thread-level parallel processing, is the first
challenge in making the many-core platform.a reality. In addition to developing new
parallel programming tools and libraries, Intel is working-on domain-specific
parallel programming. In conjunction with the Chinese Academy of Sciences and
the University of Texas at Austin,: researchers are striving to establish a
programming’ environment for packet processing that yields near-equivalent
performance to hand-tuned code on highly threaded architectures using Baker, a
domain-specific programming language. : Once successful with a few domains,
research will turn to more general-purpose pparallel programming.
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Key Challenges and Emerging Solutions

Stacked Wafers and Stacked Dies—Progress in Improving Memory
Bandwidth Rattner noted that while addressing one problem, others can get
introduced. Such is the case with the need to scale memory bandwidth to keep up .
with the increasing computing capabilities possible with multi-core and many-core
platforms. He illustrated stacked wafers using “thru-silicon vias” and stacked
dies—two novel packaging techniques that are showing promise in meeting the
memory bandwidth challenge.

Usually, vias are the holes in printed circuit boards used to electrically connect
different layers. Intel is experimenting with applying the same principle to silicon
chips—to stack wafers on top of each other. Wafer stacking can be mass-produced
since all of the dies on the wafers are aligned and bound with one step. However,
since the dies are cut after the wafers are fully stacked, each die must be the same
size—and that can introduce inefficiency. Die stacking has the advantage that dies of
different areas, pitches, and technologies can be combined. It is also possible to
cambine logic with analog components. However, it is not as readily mass-produced
as wafer stacking.

While Intel research and advanced development teams continue to work on this
challenge, Rattner noted,”if we can get a four or five orders of magnitude increase in
connectivity, we’ve made a tremendous step forward in addressing the memory
bandwidth challenge.”

Silicon Photonics and Chip-to-Chip Signaling Another important challenge is
improving chip-to-chip signaling, as well as signaling between other elements of the
platform such as storage, network, display, and other I/O devices. Intel is optimistic
about bringing optical signaling onto the platform, particularly given the latest
breakthrough from Intel’s silicon photonics research team—the world’s first
continuous silicon laser. '

Beyond Intel’s desire for higher bandwidth chip-to-chip connections, silicon
photonics can be used for network and display interconnects on desktop, mobile and
entertainment platforms, backplanes in server racks, and data center fabrics. Going
beyond these more traditional uses, it may be possible to use silicon lasers in surgery
and for chemical analysis with the goal of :having a “lab on a chip.” “There are vast
new opportunities here with (this) breaktlarough technology,” Rattner proudly stated.



