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Preface

Purpose

The use of probability models and statistical methods for analyzing data has become
common practice in virtually all scientific disciplines. This book attempts to provide a
comprehensive introduction to those models and methods most likely to be encountered
and used by students in their careers in engineering and the natural sciences. Although
the examples and exercises have been designed with scientists and engineers in mind,
most of the methods covered are basic to statistical analyses in many other disciplines,
so that students of business and the social sciences will also profit from reading the book.

Approach

Students in a statistics course designed to serve other majors may be initially skeptical
of the value and relevance of the subject matter, but my experience is that students can
be turned on to statistics by the use of good examples and exercises that blend their
everyday experiences with their scientific interests. Consequently, I have worked hard to
find examples of real, rather than artificial, data—data that someone thought was worth
collecting and analyzing. Many of the methods presented, especially in the later chapters
on statistical inference, are illustrated by analyzing data taken from a published source,
and many of the exercises also involve working with such data. Sometimes the reader
may be unfamiliar with the context of a particular problem (as indeed I often was), but I
have found that students are more attracted by real problems with a somewhat strange
context than by patently artificial problems in a familiar setting.

Mathematical Level

The exposition is relatively modest in terms of mathematical development. Substantial
use of the calculus is made only in Chapter 4 and parts of Chapters 5 and 6. In particular,
with the exception of an occasional remark or aside, calculus appears in the inference part
of the book only in the second section of Chapter 6. Matrix algebra is not used at all. Thus
almost all the exposition should be accessible to those whose mathematical background
includes one semester or two quarters of differential and integral calculus.
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Content

Chapter 1 begins with some basic concepts and terminology—population, sample, de-
scriptive and inferential statistics, enumerative versus analytic studies, and so on—and
continues with a survey of important graphical and numerical descriptive methods. A
rather traditional development of probability is given in Chapter 2, followed by prob-
ability distributions of discrete and continuous random variables in Chapters 3 and 4,
respectively. Joint distributions and their properties are discussed in the first part of
Chapter 5. The latter part of this chapter introduces statistics and their sampling dis-
tributions, which form the bridge between probability and inference. The next three
chapters cover point estimation, statistical intervals, and hypothesis testing based on a
single sample. Methods of inference involving two independent samples and paired
data are presented in Chapter 9. The analysis of variance is the subject of Chapters 10
and 11 (single-factor and multifactor, respectively). Regression makes its initial ap-
pearance in Chapter 12 (the simple linear regression model and correlation) and re-
turns for an extensive encore in Chapter 13. The last three chapters develop chi-
squared methods, distribution-free (nonparametric) procedures, and techniques from
statistical quality control.

Helping Students Learn

Although the book’s mathematical level should give most science and engineering stu-
dents little difficulty, working toward an understanding of the concepts and gaining an
appreciation for the logical development of the methodology may sometimes require
substantial effort. To help students gain such an understanding and appreciation, I have
provided numerous exercises ranging in difficulty from many that involve routine ap-
plication of text material to some that ask the reader to extend concepts discussed in the
text to somewhat new situations. There are many more exercises than most instructors
would want to assign during any particular course, but I recommend that students be re-
quired to work a substantial number of them; in a problem-solving discipline, active in-
volvement of this sort is the surest way to identify and close the gaps in understanding
that inevitably arise. Answers to odd-numbered exercises appear in the answer section
at the back of the text. In addition, a Student Solutions Manual, consisting of worked-
out solutions to virtually all the odd-numbered exercises, is available.

New for This Edition

* The first section of Chapter 1 has been rewritten to emphasize from the outset that
variation is the source from which all statistical methodology flows. The techniques
from exploratory and descriptive statistics introduced in this chapter are utilized to a
greater extent than before in the inferential part of the book.

* The material on sampling distributions in Chapter 5 has been reorganized to convey
more clearly the central idea on which inferential methods are based: The value of
any statistic (quantity calculated from sample data) will in general vary when sam-
ple after sample is selected from the same population.

* One-sided confidence and prediction intervals are now featured in Chapter 7 along
with their two-sided counterparts. A new confidence interval for a population propor-
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tion (the Agresti-Coull “score” interval) is included. Normal tolerance intervals, pre-
viously relegated to an exercise, are now discussed in more detail in the text itself, and
a table of tolerance critical values for one- and two-sided intervals is included.

-» There is increased emphasis on P-values for testing hypotheses. The appendix now
contains a table of ¢ curve tail areas, so that a statement such as P-value =~ .017,
rather than just .01 < P-value < .025, can be made. A new chi-squared table also al-

- lows for more precise P-value information for chi-squared tests, and a more detailed
F table does the same thing for F tests.

* Notation in the regression chapters has been streamlined, allowing for the use of
more concise formulas. There is now a short subsection in Chapter 13 on logistic
regression.

* Finally, numerous examples have been updated, and many new exercises have sup-
plemented or replaced those from previous editions.

Recommended Coverage

There is enough material in this book for a year-long course. Anyone teaching a course
of shorter duration will have to be selective in the choice of topics to be included. At Cal
Poly, we teach a two-quarter sequence, meeting four hours per week. During the first ten
weeks we cover much of the material in Chapters 1-7 (going lightly over joint distribu-
tions and the details of estimation by maximum likelihood and the method of moments).
The second quarter begins with hypothesis testing and moves on to two-sample infer-
ences, ANOVA, regression, and selections from the chi-squared, distribution-free, and
quality control chapters. Coverage of material in a one-semester course would obviously
have to be somewhat more restrictive. There is, of course, never enough time to teach
students all that we would like them to know!
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