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Preface

This third edition of TCP/IP reflects changes that have occurred in
this protocol suite during the past few years, as well as changes that
have occurred in other parts of the industry that have a bearing on
TCP/IP. The changes deal with (a) the release of a new verison of IP,
called IPv8, (b) the growth of Frame Relay networks and the need to
run on Frame Relay systems, and (¢} the entry of ATM into the data
communications area, and the potential need to interwork IP with
ATM.

As with the first two editions, this book remains as a user guide,
and a general tutorial on the TCP/IP protocol suites.

The title of this book for the first two editions included a subtitle,
Related Protocols. Although no longer in the book’s title, the book
maintains the same approach of explaining, not just TCP/IP, but other
complementary protocols that make up the TCP/IP protocol suite.

I hope you find this book a useful addition to your library. If you
have questions, or would like to communicate with me, I can be
reached at 102732.3535@compuserve.com.

Uyless Black
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Chapter

TCP/IP and the Internet

Data communication networks were developed to allow users to share
computer and information resources as well as a common communica-
tion system. As organizations have brought the computer into almost
every facet of business, it has become obvious tha: a single network,
while very useful, is inadequate to meet the information needs of
businesses and individuals. A user of one network, for example, often
needs to access and share the resources of computers and databases
that “belong” to another network. Merging all resources into one net-
work, however, is prohibitively complex and expensive.

In the late 1960s and early 1970s, networks were built so users
residing on different networks could not share resources. Network
administrators also were reluctant to allow users to tap into
resources because of concerns about security as well as excessive
usage of network resources. As a result, it was difficult for a user to
extend the use of an information system to another user across net-
works. The networks were either incompatible with each other or
were not allowed to communicate because of administrative problems.

During this time, many people kegan to think about sharing
resources among user applications. To do so, however, network
administrators had to agree upon a set of common technologies and
standards so the networks could communicate with each other.
Applications such as electronic mail and file transfer also needed to
be standardized to permit interconnections of end-user applications.

In the early 1970s, several groups around the world began to
address network and applicaticn compatibility. At that time the term
internetworking, which means interconnecting computers and/or net-
works, was coined. The concepts of internetworking were pioneered
by the International Teleco:nmunication Union, Telecommunications
Standardization Sector {ITU-T), the International Standards
Organization (ISQ), and especially the original designers of the

Bl



2

Chapter One

ARPANET. ARPA refers to the Advanced Research Projects Agency,
which is a U.S. Department of Defense (DOD) organization.

In fairness to the pioneers of internetworking concepts (and layered
protocols, discussed later in this chapter), the ARPA protocols were
well in existence before the ISO and ITU-T took an interest in this
important subject. The procurement for ARPANET took place in
1968, and the machines selected for this procurement were Honeywell
316 interface message processors (IMPs). The initial effort was con-
tracted through Bolt Bernak & Newman (BBN), and the ARPANET
nodes were initially installed at UCLA, University of California at
San Bernardino; the Stanford Research Institute (SRI); and the
University of Utah. The well-known request for comments (RFCs)
resulted from this early work.

After the pioneer work of a group of talented and dedicated engi-
neers, these initial efforts were organized through the ARPANET
Network Working Group. The group was disbanded in 1971, and the
Defense Advanced Project Research Agency (DARPA) assumed the
work of the earlier organization. DARPA’s work in the early 1970s led
to the development of an earlier protocol, the network control pro-
gram, later the Transmission Control Protocol and the Internet
Protocol (TCP/IP). Two years later, the first significant parts of the
Internet were placed into operation. At about this time, DARPA start-
ed converting some of its computers to the TCP/IP suite of protocols.
DARPA required that all computers connected to ARPANET had to
use TCP/IP by January 1, 1983.

TCP/IP was initially used to connect ARPANET, the Packet Radio
Net (PRNET), and the Packet Satellite Net (SATNET). Most user
computers were large mainframes with terminals attached through
terminal access servers. As ARPANET grew, the Department of
Defense decided to split it into two networks. The other network was
named MILNET and was set up for military purposes. ARPANET
continued to be used for its original intent: a network to support R&D
(research and development) applications. By the mid-1980s, the
“ARPA Internet” was called simply “the Internet.” In 1990, the last
original ARPANET node was taken out of commission.

Perhaps one of the most significant developments in TCP/IP was
DARPA’s decision to implement TCP/IP around the UNIX operating
system. Of equal importance, the University of California at Berkeley
was selected to distribute the TCP/IP code. Some implementors have
said that releasing such complex and functionally rich code was a
“license to steal.” Whatever one’s view on the matter, it was a very sig-
nificant and positive move in the industry. Because the TCF/IP code
was nonproprietary, it spread rapidly among universities, private com-
panies, and research centers. Indeed, it has become the standard suite
of data communications protocols for UNIX-based computers.
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During this period, other networks using TCP/IP were being creat-
ed, based on funding from the U.S. government and other research
agencies. The NSFnet was established as a high-capacity network by
the National Science Foundation and is still in existence. NSF has
played a key role in the development of the Internet, both in funding
and strategic guidance.

The National Science Foundation (NSF) operation was managed by
the joint efforts of MCI, Sprintlink, and IBM by forming Advanced
Network Services (ANS). Access to the Internet was provided at net-
work access points (NAPs), which connected to other networks, both
private and public.

In November 1994, the NSF informed colleges and other institu-
tions to look for another feed into the Internet because the U.S. gov-
ernment was getting out of the public Internet business. Most of the
feeds were existing networks that had interconnected into the NSF
backbone. NSF announced it would provide some funding for a few
more years, and in 1995 it started disconnecting its NAPs.

Today, the Internet is commercial, with the ISPs charging a fee for
its customers to use the ISP access to the other ISPs and the many
files and data bases available (many of which are free to use)
throughout the world.

Organization of the Internet

As the Internet grew, its organization and management were delegat-
ed to the Internet Advisory Board, or IAB (see Figure 1.1). Originally,
the IAB consisted of a number of subsidiary organizations, but their
main function was to coordinate the Internet task forces. In 1989, the
task forces were placed inte two major groups within the IAB:
Internet Research Task Force (IRTF) and the Internet Engineering
Task Force (IETF). The IRTF is responsible for ongoing research
activities. The IETF concerns itself with tactical issues, such as
implementation and engineering problems.

Request for comments (RFCs)

The request for comments (RFCs), briefly mentioned earlier in this
chapter, are technical notes on an internet protocol. They represent
the documentation of the Internet.

Some RFCs are de facto standards for TCP/IP, others are published
for informational purposes, and still others are the result of research
and might eventually become future standards. Presently, over 1000
RFCs are in existence, although quite a number of these specifica-
tions have been superseded.
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Internet
society

Internet
engineering
steering group

//

Task Forces

Figure 1.1 The Internet Organi-
zation.

Obtaining Internet Information

TCP/IP and the OSI

The intent of this book is to provide a general understanding of
TCP/IP. There is no substitute, however, for the actual source docu-
ments (the RFCs). You can obtain them from a wide variety of sources
on the Internet if you have electronic access, through anonymous FTP
or e-mail (check with your Internet access provider).

You can also send an e-mail message to rfc-info@isi.edu. No subject
is required, and the body of the message should be “help:
ways_to_get_rfcs.”

All Internet IP network numbers and domain names are now main-
tained at the Internet name RS.INTERNIC.NET. In addition, RFC
1400 provides more details on how to obtain Internet information. As
of this writing, the recommended starting point for the Web is
http://isi.edwrfc-editor.

Before I move into some tutorial discussions of networking architec-
tures, you should know that the use of TCP/IP and related protocols
continues to grow, raising some interesting points to the Open
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System Interconnection (OSI) Model. Many people believe that
TCP/IP is a more viable approach for a number of reasons. First,
TCPAP is here and it works. Second, a wealth of products are avail-
able that use the TCP/IP protocol suites. Third, it has a well-founded,
functioning administrative structure through the IAB. Fourth, it pro-
vides easy access to documentation. Fifth, it is used in many UNIX
products.

Without going into a treatise on the subject of OS], it should be
emphasized that OSI-specific protocols have not seen much use in
end-user machines, due principally to the success of TCP/IP. In high-
end switches and large SONET-based networks, OSI is quite preva-
lent, especially the OSI-based network management protocol CMIP
(Common Management Information Protocol).

The last point is that OSI has proven to be very successful as a
model, which is its principle role. Many successful systems are based
on the OS] model (Frame Relay, SONET, ATM, SS7, ISDN, and
FDDI, to name a few).

Internetworking Architecture

Terms and concepts

To grasp the operations of TCP/IP, several terms and concepts must
first be understood. Once these concepts are explained, we can dis-
cuss the architecture more fully.

The Internet uses the term gateway or router to describe a machine
that performs relaying functions between networks. The preferred
term today is router, but this book uses both terms in deference to
past practice. Figure 1.2 shows a gateway placed between networks
A, B, and C. (Routers and gateways are defined further in Chapter 2.)

As shown in Figure 1.2, networks A, B, and C are often called sub-
networks. The term does not mean that they provide fewer functions
than a conventional network. Rather, the three networks consist of a

Usey

Gateway/
usér router

Figure 1.2 The Gateway and Networks or
Subnetworks.



