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Preface

Detection and estimation theory has an extensive history with numerous published journal refer-
ences and textbooks. These subjects are inter-related but are typically treated in separate textbooks.
In this textbook, detection and estimation theory are both addressed, allowing the reader to learn
when detection theory applies and alternatively when estimation theory applies. Important applica-
tions of the theory illustrate where detection and estimation theory have been put to practical use.
A common framework for both topics is established by first reviewing probability and communi-
cation concepts. Augmentation of the theory is accomplished via MATLAB® software! providing
insight into theoretical topics both by introducing many worked examples and in presenting
problem sets that permit the reader to gain a deeper understanding.

This textbook is designed for use in a graduate-level course in a communications curriculum or
as a reference text for practicing engineers. In the presentation, a comprehensive unified theory of
detection and estimation theory is developed. By addressing both detection and estimation theory in
the same volume, the strong coupling and often blurring of these fields of study can be appreciated.
In order to modernize classical topics, the textbook focuses on discrete signal processing with
continuous signal presentations included to demonstrate uniformity and consistency of the results.
The early chapters in the text present fundamental concepts in detection and estimation theory
whereas later chapters treat specialized topics that illustrate the application of the previously
developed general principles. These later chapters represent a small subset of topics extracted
from a continually expanding universe of topics that could be investigated. The intent here is
to provide the reader sufficient knowledge to enable further contributions to be made thereby
advancing this field of study.

The MATLAB m-file and Simulink® routines?are constructed to enhance the learning expe-
rience and to demonstrate the practicality of the theoretical concepts. In the beginning of each
m-file the input and output variables used along with pertinent comments are provided. Simu-
lations are particularly helpful to produce performance results that are not analytically tractable.
Prior knowledge of MATLAB is helpful but not essential. The MATLAB software developed
by the authors includes both computational and simulation routines with specialized toolboxes
avoided for simplicity. All of the required m-files and Simulink routines are available to the
reader.

'"MATLAB is a registered trademark of Mathworks, Inc.
2Simulink is a registered trademark of Mathworks, Inc.



The text is divided into four sections: Part I: Review chapters, Part II: Detection chapters,
Part I1I: Estimation chapters and Part IV: Applications. A brief overview of each chapter is
provided as follows.

PART I: REVIEW CHAPTERS

Chapters 1-3 establish a common framework for the rest of the text. These chapters summarize
concepts that are extensively treated in other textbooks but are provided here to reacquaint the
reader with these topics and introduce a consistent notation used throughout the text.

Chapter 1 provides a review of probability theory covering both discrete and continuous cases.
Important subject matter includes random variables, moments, conditional probability distributions
and probability density functions, statistical independence, characteristic functions, and functions
of random variables and multiple random variables. Other topics essential in the treatment of
detection and estimation theory include Bayes’ theorem and Gaussian random variables. Computer
generation of random variables with specific distributions using MATLAB represent a first step
in analysis and simulation of more complex evaluations. To spur interest in estimation theory, an
example of mean square error estimation concludes the chapter.

Chapter 2 extends the development of probability theory to stochastic processes. Concepts
of stationarity and ergodicity are reviewed enabling the description of autocorrelation, cross-
correlation, and power spectral density. Continuous and discrete time random signals are discussed
along with the important case of white Gaussian noise. MATLAB examples are provided to
supplement the theory.

Chapter 3 is a review of linear system theory involving stochastic processes. The sampling
theorem establishes the connection between continuous and discrete random processes. The cor-
respondence between baseband and bandpass signal representations for nonrandom and random
signals is described where complex variables are required. The Karhunen—Loeve series expansion
is presented to address the case of non-white noise. Finally, envelope statistics for noise alone
and signal plus noise allows the computation of false alarm and detection probabilities.

PART II: DETECTION CHAPTERS

Chapters 4-9 present fundamental concepts in detection theory. Both single and multiple samples
are discussed for the case where two alternative hypotheses exist. Later chapters expand the results
to multiple hypotheses and to instances where the detected signals possess random parameters.
The last chapter in this section introduces nonparametric detection.

Chapter 4 addresses the case of a binary hypothesis with single discrete samples. In the first
part of this chapter specific detection criteria introduced includes maximum a posteriori, (MAP)
maximum likelihood (ML) and Bayes. It is noted that the ML approach is a special case of MAP
detection and the Bayes criteria introduces the concept of cost to the MAP approach. Additional
criteria of minimax, Neyman—Pearson, and sequential detection are covered in later sections. The
chapter concludes with an example that compares important detection theory criteria when the

noise obeys a Gaussian distribution and when the noise follows a Poisson distribution.
. 7 .



Chapter 5 treats the situation where multiple samples are available in the two-hypothesis case.
Examples of multiple measurements are discussed and a review of the detection criteria described
in Chapter 4 is reexamined for the multiple sample case. This chapter then develops the optimum
Bayes detector for a signal embedded in additive Gaussian noise. This detector is a correlator
that compares the likelihood (or log-likelihood) to a threshold. For completeness, the extension
to continuous signals in both white Gaussian noise and colored Gaussian noise is addressed next.
Utilizing the optimum detector structure for binary signals in white Gaussian noise, the bit error
rate performance for any general correlation, including both antipodal and orthogonal signaling, is
computed. The chapter concludes with a discussion of a sequential detector and its performance.

In Chapter 6 it is assumed that optimum detector is sought for a received signal where, in
general, the signal amplitude, phase, frequency, and time of arrival are unknown due to channel-
introduced anomalies. Likelihood ratios and detector structures are developed assuming that the
noise is complex Gaussian distributed and that various combinations of these unknown quantities
occur. Bit error rate performance accompanies selected cases such as unknown phase, frequency
and time of arrival. This chapter also illustrates an example, via Simulink, where the channel is
nonlinear and the received phase is unknown.

Chapter 7 assumes that multiple pulses are utilized in the detection process. This situation
is commonly found in radar applications and in selected communications cases. Once again,
following the approach in Chapter 6, the received signal amplitude, phase, frequency, and time
of arrival are, in general, unknown. The distinction in this chapter is that the multiple pulses are
apt to arise from independent channels resulting in a received diversity that can be utilized in the
detector. Detector structures are developed for both square law and linear combining. The pulse
amplitudes may exhibit either Rayleigh or Ricjan fading.

Chapter 8 treats the case of multiple hypotheses. The detection criteria here are principally
focused on the Bayes and MAP approaches with the last section of the chapter devoted to sequen-
tial detection. The concept of an erasure is introduced corresponding to the case where it is
better to make no decision than an incorrect one. Error rate performance, obtained analytically in
tractable cases and by Simulink otherwise, is provided for pulse amplitude modulation, frequency
shift keying, and quadrature amplitude modulation, where the channel may be linear or nonlinear.

Nonparametric detection, described in Chapter 9, is mostly based on ad hoc tests. Common
approaches include the sign test and the Wilcoxon test. Asymptotic relative efficiency is defined
as a method of comparing detector performance. For Gaussian statistics the linear detector was
previously shown to be optimum and is a common structure utilized here. The chapter concludes
by mentioning a few additional nonparametric techniques.

PART lll: ESTIMATION CHAPTERS

Chapters 10—14 present estimation theory. The relationship between estimation and detection
theory is explained as follows: detection theory ordinarily involves a discrete set of hypotheses,
such as signal present or not, whereas estimation theory typically attempts to estimate a parameter
where the signal is assumed to be present. Estimation theory is based both on parametric and
nonparametric methods. For parametric estimation, covered in Chapters 11 and 12, both parameter
and waveform estimation techniques are described where the distributions of the observables may
. 8 .



be known or unknown. Chapters 13 and 14 address the case of linear estimation where knowledge
of the distributions is unavailable.

Chapter 10 presents fundamental topics in parametric estimation theory. Important properties
of estimators including unbiasdness, consistency, invariance, sufficiency and minimum variance
are described. The Cramer—Rao bound is developed to enable a bound on the minimum variance
of the estimate to be ascertained. To provide a parallel approach to detection criteria methods, com-
mon estimation techniques such as Bayes, MAP, and ML methods are discussed. It is explained
that Bayes estimation requires the largest amount of information, using a cost function, and ML
estimation requires the least amount of information. Selecting a cost function in Bayes estimation
that is the square of the difference between the parameter and its estimate results in a mean square
error estimate. The chapter concludes with a performance comparison of common estimators.

Estimation of specific parameters such as amplitude, phase, time of arrival, and frequency,
corresponding to similar topics in Chapter 6, are discussed in Chapter 11. The noise is com-
monly assumed to be Gaussian but is not required to be white. Invoking the Karhunen-Loeve
expansion to produce a set of uncorrelated data samples develops the non-white Gaussian case.
Emphasis is placed on MAP and ML methods with computation of the Cramer—Rao bound.
Simultaneous parameter estimation and the Fisher information matrix, which is a generalization
of the Cramer—Rao bound, are presented. The chapter concludes with a discussion of the Whittle
approximation used when the exact log-likelihood is not obtainable but a good approximation,
often referred to as the asymptotic ML estimate, can be found.

In Chapter 12 the single parameter estimation problem is extended to the case of multiple
parameters. MAP and ML estimates are computed by use of a discrete linear observation model
based on the parameters to be estimated. For both the MAP and ML estimates it is found that
the estimates are unbiased, each with a Fisher information matrix showing that the estimates also
have minimum variance. The remaining sections address sequential estimation assuming white
Gaussian noise and a more general case for Gaussian noise samples that are correlated. The
sequential estimation cases are a simple version of a Kalman filter, where estimates are formed
from each new observation and a prior estimate.

Chapter 13 presents Wiener filters and is the first chapter on distribution free estimation,
where at most only second-order moments are known. Minimizing the mean square error between
samples of the original signal and its estimate initially derives the Wiener filter. The general
solution for the discrete Wiener filter coefficients is shown to be the normal equations. These
equations indicate the relationship in terms of the Wiener filter coefficients, the autocorrelation of
the measurements, and the crosscorrelation of the measured and desired signals. The orthogonality
principle is presented to provide a geometric interpretation of the minimization procedure and is
used to simplify the minimization computations. Autoregressive techniques are discussed where
the current measurement estimate is determined from a weighted linear combination of a finite
set of prior measurements. Waveform estimation in the continuous case formed from mean square
error computations is shown to result in the Wiener—Hopf equations. Both a direct solution and
a whitened filter approach are developed.

Chapter 14 presents the Kalman recursive estimation algorithm. This algorithm provides
an unbiased, minimum error variance recursive estimator for nonstationary signals and noise.
Linear least squares and weighted least squares methods are presented first to allow progressively

more complicated schemes developed later as Kalman recursive estimation and Kalman recursive
« Q.



estimation based on a system dynamic model. In the Kalman algorithm the filter coefficients are
recursively computed in terms of the Kalman gain and in conjunction with recursive updates of the
current and predicted error covariance matrices. A system dynamic model is then introduced and
applied in the case of signal estimation via the Kalman algorithm. For completeness the continuous
Kalman estimation algorithm is described and similar computations to the discrete case are given.
The Kalman filter is known to be the optimum linear estimator for Gaussian signals and noise
and the optimum linear mean square error estimator in non-Gaussian signals and noise. In the
nonlinear case an extended Kalman filter is presented that is obtained by linearization around a
previous state or signal. The chapter concludes with a description of ongoing research involving
more general cases.

PART IV: APPLICATION CHAPTERS

Chapters 15-19 present specific applications and extensions of the theory developed to this point.
Chapter 15 addresses detection and estimation in non-Gaussian noise. Chapter 16 describes spread
spectrum signaling over fading, multipath channels such as those encountered in mobile commu-
nications. Multi-user detection where multiple users simultaneously utilize the communication
resources is covered in Chapter 17. Chapter 18 introduces low probability of intercept commu-
nications using spread spectrum signaling. Chapter 19 presents classical and advanced spectral
estimation procedures and algorithms.

Chapter 15 extends the classical and extensively analyzed Gaussian noise case to impulse
or non-Gaussian noise prevalent in many physical channels such as the atmospheric radio noise
channel. A variety of channel models developed from specific assumptions of the channel environ-
ment lead to amplitude probability distributions such as the Hall model, mixture model, Middleton
Class A and B models, and empirical models. Unlike the Gaussian model, where the optimum
detector is linear, the impulsive noise channel results in an optimum nonlinear detector such as
the bandpass limiter and log-correlator. Bit error rate performance is computed for various combi-
nations of channel models and detector structures. An important estimation problem involves the
determination of the rms to average envelope value, which is a single parameter that characterizes
impulsive noise channels.

Spread spectrum communications presented in Chapter 16 is a well-established communi-
cation technique used in numerous military and commercial communications systems such as
the mobile communications system summarized in Appendix 1. Spread spectrum methods such
as direct sequence spreading are often required to operate in fading, multipath channels. The
detector structures are more complex than the additive white Gaussian noise case and typically
lead to implementations such as the Rake receiver that can utilize the additional information, thus
improving error rate performance. Bit error rate performance for binary and M-ary orthogonal
signals is obtained for receiver structures with known channel parameters that utilize the diversity
in the presence of Rayleigh or Rician channel fading. When the channel parameters such as the
amplitude or phase are unknown, noncoherent Rake receivers are developed in conjunction with
bit error rate performance.

Chapter 17 addresses multi-user or multiple access communications involving large numbers
of simultaneous users that produce multiple access interference. The early sections of this chapter
. ]0 .



describe code division multiple access, where the received signal may be received synchronously
or asynchronously. In the asynchronous case various detector structures designed to mitigate the
multiple access interference are presented. The receiver structures and associated performance are
obtained for the decorrelating detector, a minimum mean square error detector, and the statistical
decorrelator detector. The chapter closes with a discussion of coding theory and its impact on
multi-user communications.

Low probability of intercept communications, discussed in Chapter 18, is presented with a
view toward both the communicator and the interceptor. Detector structures that are considered
include the energy detector, filter bank combiner, and the feature detector. For the energy detec-
tor, probabilities of detection and false alarm are computed parametric in post detection signal
to noise ratio assuming either Gaussian or impulsive noise channel models. For the impulsive
noise channel, the energy detector performance is obtained with and without a noise limiting
nonlinearity.

Chapter 19 on spectrum estimation begins with a detailed discussion of classical periodogram
techniques implemented by the fast Fourier transform. Data windowing options such as the
Bartlett, Welch, and Blackman and Tukey methods are summarized, followed by a discussion
of Capon’s minimum variance estimation. Parametric spectral estimation techniques prevalent in
speech and image processing include autoregressive, autoregressive moving average, and mov-
ing average spectral estimation. Eigenvalue-based methods involving an eigenvalue analysis of
the autocorrelation matrix of the received signal embedded in noise are then introduced. Related
methods then discussed include Pisarenko harmonic decomposition, multiple signal classification
dubbed MUSIC, and minimum norm spectral estimation. The chapter ends with a comparison of
power spectral estimation performance for commonly used techniques.

This book can be used in graduate classes once fundamental concepts summarized in the
review chapters have been mastered. The material in Chapters [-14 has been presented over
25 years in classes at Worcester Polytechnic Institute (WPI), with earlier draft forms of this text
for the last 12 years. The application chapters are designed to demonstrate the depth and wealth
of the subject matter. It is hoped that these chapters will spawn further reader interest available
in the vast body of published literature.

For potential teachers of this subject, it might be of interest to know that when teaching this
course at WP, the first coauthor rearranges the chapters. Typically, Chapter 1 is assumed to be
known by the students and is covered only with assigned problems. The first lecture immediately
delves into detection theory with Chapter 4. Subsequently, Chapter 2 is quickly reviewed and then
the subject of estimation theory in Chapter 10 is introduced. The author has found that alternating
detection and estimation theory chapters enables students to more easily grasp those concepts that
are common; it also ensures that one of the topics is not given short shrift by not being covered
as completely as the other, a common problem when this subject is introduced in one semester.

After Chapter 10 is presented, the final review Chapter 3 is covered in more depth than the
first two review chapters, and a return to detection theory in Chapter 5 is presented. The teacher
usually stays with detection theory in Chapters 6 and 7 before returning to estimation theory in
Chapters 11 and 12. All of these chapters are covered in some depth.

Detection theory is taken up again with Chapter 8. This chapter is important to fields such
as communications, but since it offers relatively little to the detection theory story, it is covered

<11 -



in less depth and at a faster pace than the preceding lectures. Finally, the important but often
ignored subject of nonparametric detection is introduced in Chapter 9.

The remainder of the semester is devoted to Wiener and Kalman filtering, presented in
Chapters 13 and 14, respectively, as is practicable. Although this approach is certainly ambitious
and challenging, it has been found that graduate students who are well-prepared in probability
theory usually perform adequately. (This course has the deserved reputation of being one of the
most difficult in the graduate program.)
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