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Preface

Some thirty years ago it was still possible, as Loéve so ably demonstrated,
to write a single book in probability theory containing practically everything
worth knowing in the subject. The subsequent development has been ex-
plosive, and today a corresponding comprehensive coverage would require a
whole library. Researchers and graduate students alike seem compelled to a
rather extreme degree of specialization. As a result, the subject is threatened
by disintegration into dozens or hundreds of subfields.

At the same time the interaction between the areas is livelier than ever,
and there is a steadily growing core of key results and techniques that every
probabilist needs to know, if only to read the literature in his or her own
field. Thus, it seems essential that we all have at least a general overview of
the whole area, and we should do what we can to keep the subject together.
The present volume is an earnest attempt in that direction.

My original aim was to write a book about “everything.” Various space
and time constraints forced me to accept more modest and realistic goals
for the project. Thus, “foundations” had to be understood in the narrower
sense of the early 1970s, and there was no room for some of the more recent
developments. [ especially regret the omission of topics such as large de-
viations, Gibbs and Palm measures, interacting particle systems, stochastic
differential geometry, Malliavin calculus, SPDESs, measure-valued diffusions,
and branching and superprocesses. Clearly plenty of fundamental and in-
triguing material remains for a possible second volume.

Even with my more limited, revised ambitions, I had to be extremely
selective in the choice of material. More importantly, it was necessary to look
for the most economical approach to every result I did decide to include. In
the latter respect, I was surprised to see how much could actually be done
to simplify and streamline proofs, often handed down through generations of
textbook writers. My general preference has been for results conveying some
new idea or relationship, whereas many propositions of a more technical
nature have been omitted. In the same vein, I have avoided technical or
computational proofs that give little insight into the proven results. This
conforms with my conviction that the logical structure is what matters most
in mathematics, even when applications is the ultimate goal.

Though the book is primarily intended as a general reference, it should
also be useful for graduate and seminar courses on different levels, ranging
from elementary to advanced. Thus, a first-year graduate course in measure-
theoretic probability could be based on the first ten or so chapters, while
the rest of the book will readily provide material for more advanced courses
on various topics. Though the treatment is formally self-contained, as far
as measure theory and probability are concerned, the text is intended for
a rather sophisticated reader with at least some rudimentary knowledge of
subjects like topology, functional analysis, and complex variables.



vi Preface

My exposition is based on experiences from the numerous graduate and
seminar courses | have been privileged to teach in Sweden and in the United
States, ever since I was a graduate student myself. Over the years I have
developed a personal approach to almost every topic, and even experts might
find something of interest. Thus, many proofs may be new, and every chapter
contains results that are not available in the standard textbook literature. It
is my sincere hope that the book will convey some of the excitement [ still
feel for the subject, which is without a doubt (even apart from its utter use-
fulness) one of the richest and most beautiful areas of modern mathematics.

Notes and Acknowledgments: My first thanks are due to my numerous
Swedish teachers, and especially to Peter Jagers, whose 1971 seminar opened
my eyes to modern probability. The idea of this book was raised a few years
later when the analysts at Gothenburg asked me to give a short lecture course
on “probability for mathematicians.” Although I objected to the title, the
lectures were promptly delivered, and I became convinced of the project’s fea-
sibility. For many years afterward I had a faithful and enthusiastic audience
in numerous courses on stochastic calculus, SDEs, and Markov processes. 1
am grateful for that learning opportunity and for the feedback and encour-
agement I received from colleagues and graduate students.

Inevitably I have benefited immensely from the heritage of countless au-
thors, many of whom are not even listed in the bibliography. I have further
been fortunate to know many prominent probabilists of our time, who have
often inspired me through their scholarship and personal example. Two peo-
ple, Klaus Matthes and Gopi Kallianpur, stand out as particularly important
influences in connection with my numerous visits to Berlin and Chapel Hill,
respectively.

The great Kai Lai Chung, my mentor and friend from recent years, offered
penetrating comments on all aspects of the work: linguistic, historical, and
mathematical. My colleague Ming Liao, always a stimulating partner for
discussions, was kind enough to check my material on potential theory. Early
versions of the manuscript were tested on several groups of graduate students,
and Kamesh Casukhela, Davorin Dujmovic, and Hussain Talibi in particular
were helpful in spotting misprints. Ulrich Albrecht and Ed Slaminka offered
generous help with software problems. I am further grateful to John Kimmel,
Karina Mikhli, and the Springer production team for their patience with my
last-minute revisions and their truly professional handling of the project.

My greatest thanks go to my family, who is my constant source of happi-
ness and inspiration. Without their love, encouragement, and understanding,
this work would not have been possible.

Olav Kallenberg
May 1997
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Chapter 1
Elements of Measure Theory

o-fields and monotone classes; measurable functions; measures
and integration; monotone and dominated convergence; transfor-
mation of integrals; product measures and Fubini’s theorem; LP-
spaces and projection; measure spaces and kernels

Modern probability theory is technically a branch of measure theory, and any
systematic exposition of the subject must begin with some basic measure-
theoretic facts. In this chapter we have collected some elementary ideas
and results from measure theory that will be needed throughout this book.
Though most of the quoted propositions may be found in any textbook in
real analysis, our emphasis is often somewhat different and has been chosen
to suit our special needs. Many readers may prefer to omit this chapter on
their first encounter and return for reference when the need arises.

To fix our notation, we begin with some elementary notions from set the-
ory. For subsets A, Ag, B, ... of some abstract space 2, recall the definitions
of union AU B or |y Ax, intersection AN B or (), Ag, complement A, and
difference A\ B = AN B° The latter is said to be proper if A D B. The
symmetric difference of A and B is given by AAB = (A\ B)U (B\ A).
Among basic set relations, we note in particular the distributive laws

AnUB=U[(ANBy), AU B:=[)(AUB),

and de Morgan’s laws

{UkAk}c = nkAi’ {nkA"}c = UkA(’:"

valid for arbitrary (not necessarily countable) unions and intersections. The
latter formulas allow us to convert any relation involving unions (intersec-
tions) into the dual formula for intersections (unions). '

A o-algebra or o-field in §2 is defined as a nonempty collection A of subsets
of Q such that A is closed under countable unions and intersections as well
as under complementation. Thus, if 4, A;, As, ... € A, then also A°, U, Ay,
and N A lie in \A. In particular, the whole space 2 and the empty set @
belong to every o-field. In any space € there is a smallest o-field {0, Q} and a
largest one 2%, the class of all subsets of 2. Note that any o-field A is closed
under monotone limits. Thus, if A;, A;,... € Awith A, 1 Aor A, | A, then

also A € A. A measurable space is a pair (€2, .4), where Q) is a space and A
is a o-field in Q.
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For any class of o-fields in 2, the intersection (but usually not the union)
is again a o-field. If C is an arbitrary class of subsets of €, there is a smallest
o-field in 2 containing C, denoted by ¢(C) and called the o-field generated
or induced by C. Note that o(C) can be obtained as the intersection of all
o-fields in 2 that contain C. A metric or topological space S will always be
endowed with its Borel o-field B(S) generated by the topology (class of open
subsets) in S unless a o-field is otherwise specified. The elements of B(S)
are called Borel sets. In the case of the real line R, we shall often write B
instead of B(R).

More primitive classes than o-fields often arise in applications. A class
C of subsets of some space  is called a 7-system if it is closed under finite
intersections, so that A, B € C implies AN B € C. Furthermore, a class
D is & A-system if it contains §2 and is closed under proper differences and
increasing limits. Thus, we require that §2 € D, that A,B € D with A D B
implies A\ B € D, and that A,, A,,... € D with A, T A implies A € D.

The following monotone class theorem is often useful to extend an estab-
lished property or relation from a class C to the generated o-field o(C). An
application of this result is referred to as a monotone class argument.

Theorem 1.1 (monotone class theorem, Sierpiriski) Let C be a m-system
and D a \-system in some space §) such that C C D. Then o(C) C D.

Proof: We may clearly assume that D = A(C), the smallest A-system
containing €. It suffices to show that D is a m-system, since it is then a o-
field containing C and therefore must contain the smallest o-field o(C) with
this property. Thus, we need to show that AN B € D whenever A, B € D.

The relation AN B € D is certainly true when A, B € C, since C is a #-
system contained in D. The result may now be extended in two steps. First
we fix an arbitrary set B € C and define Ag = {A C @; AN B € D}. Then
Apg is a A-system containing C, and so it contains the smallest A-system D
with this property. This shows that AN B € D forany A€ D and B € C.
Next fix an arbitrary set A € D, and define B4 = {B C }; AN B € D}. As
before, we note that even B4 contains D, which yields the desired property. O

For any family of spaces €, t € T, we define the Cartesion product X.er$l:
as the class of all collections (w; t € T'), where w; € ), for all . When
T={1,...,n}or T=N={1,2,...}, we shall often write the product space
as ) x--- xQ, or Q; Xy x - - -, respectively, and if 2; = Q for all t, we shall
use the notation 7, 0", or 0. In case of topological spaces ;, we endow
X, with the product topology unless a topology is otherwise specified.

Now assume that each space €% is equipped with a o-field A;. In X,
we may then introduce the product o-field @, .A;, generated by all one-
dimensional cylinder sets A, X X2, where t € T and A; € A;. (Note
the analogy with the definition of product topologies.) As before, we shall
write 4, Q- ®A,, A1 ®A:Q---, AT, A, or A in the appropriate special
cases.
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Lemma 1.2 (product and Borel o-fields) Let S,,S,,... be separable metric
spaces. Then

B(S1 XSZX"')=B(Sl)®B(Sz)®'--.

Thus, for countable products of separable metric spaces, the product and
Borel o-fields agree. In particular, B(R?) = (B(R))¢ = B%, the o-field gener-
ated by all rectangular boxes I) x --- x I, where Iy, ..., I, are arbitrary real
intervals.

Proof: The assertion may be written as o(C,) = o(C;), and it suffices to
show that C; C ¢(C;) and C; C 0(Cy). For C, we may choose the class of
all cylinder sets Gy x XS, with k¥ € N and G, open in S;. Those sets
generate the product topology in S = X,S,, and so they belong to B(S).

Conversely, we note that S = X,S, is again separable. Thus, for any
topological base C in S, the open subsets of S are countable unions of sets
in C. In particular, we may choose C to consist of all finite intersections of

cylinder sets Gx X Xn#xSn as above. It remains to note that the latter sets
lie in @, B(S,). il

Every point mapping f between two spaces S and T induces a set mapping
f7! in the opposite direction, that is, from 27 to 25, given by

f'B={s€S; f(s)e B}, BCT.

Note that f~! preserves the basic set operations in the sense that for any
subsets B and B, of T,

B =(f'B), f'UBr=USf"Bx, f'NBe=NFf"Be. (1)
k ¥ k *

The next result shows that f~! also preserves o-fields, in both directions.
For convenience we write

f'c={f"'B;Bec}, cc2".

Lemma 1.3 (induced o-fields) Let f be a mapping between two measurable
spaces (S,S) and (T,T). Then f~'T is a o-field in S, whereas {B C T;
ffIBeS}isao-fieldinT.

Proof: Use (1). m}

Given two measurable spaces (S,8) and (T,7T), a mapping f: S = T
is said to be §/T-measurable or simply measurable if f~'T C &, that is,
if f7'B € S for every B € T. (Note the analogy with the definition of
continuity in terms of topologies on S and T.} By the next result, it is
enough to verify the defining condition for a generating subclass.



