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Preface

In the preface from the 1979 predecessor to this book, Hopcroft and Ullman
marveled at the fact that the subject of automata had exploded, compared with
its state at the time they wrote their first book, in 1969. Truly, the 1979 book
contained many topics not found in the earlier work and was about twice its
size. If you compare this book with the 1979 book, you will find that, like the
automobiles of the 1970’s, this book is “larger on the outside, but smaller on
the inside.” That sounds like a retrograde step, but we are happy with the
changes for several reasons.

First, in 1979, automata and language theory was still an area of active
research. A purpose of that book was to encourage mathematically inclined
students to make new contributions to the field. Today, there is little direct
research in automata theory (as opposed to its applications), and thus little
motivation for us to retain the succinct, highly mathematical tone of the 1979
book.

Second, the role of automata and language theory has changed over the
past two decades. In 1979, automata was largely a graduate-level subject, and
we imagined our reader was an advanced graduate student, especially those
using the later chapters of the book. Today, the subject is a staple of the
undergraduate curriculum. As such, the content of the book must assume less
in the way of prerequisites from the student, and therefore must provide more
of the background and details of arguments than did the earlier book.

A third change in the environment is that Computer Science has grown to
an almost unimaginable degree in the past three decades. While in 1979 it was
often a challenge to fill up a curriculum with material that we felt would survive
the next wave of technology, today very many subdisciplines compete for the
limited amount of space in the undergraduate curriculum.

Fourthly, CS has become a more vocational subject, and there is a severe
pragmatism among many of its students. We continue to believe that aspects
of automata theory are essential tools in a variety of new disciplines, and we
believe that the theoretical, mind-expanding exercises embodied in the typical
automata course retain their value, no matter how much the student prefers to
learn only the most immediately monetizable technology. However, to assure
a continued place for the subject on the menu of topics available to the com-
puter science student, we believe it is necessary to emphasize the applications
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along with the mathematics. Thus, we have replaced a number of the more
abstruse topics in the earlier book with examples of how the ideas are used
today. While applications of automata and language theory to compilers are
now so well understood that they are normally covered in a compiler course,
there are a variety of more recent uses, including model-checking algorithms

to verify protocols and document-description languages that are patterned on
context-free grammars.

A final explanation for the simultaneous growth and shrinkage of the book
is that we were today able to take advantage of the TEX and IXTEX typesetting
systems developed by Don Knuth and Les Lamport. The latter, especially,
encourages the “open” style of typesetting that makes books larger, but easier
to read. We appreciate the efforts of both men.

Use of the Book

This book is suitable for a quarter or semester course at the Junior level or
above. At Stanford, we have used the notes in CS154, the course in automata
and language theory. It is a one-quarter course, which both Rajeev and Jeff have
taught. Because of the limited time available, Chapter 11 is not covered, and
some of the later material, such as the more difficult polynomial-time reductions
in Section 10.4 are omitted as well. The book’s Web site (see below) includes
notes and syllabi for several offerings of CS154.

Some years ago, we found that many graduate students came to Stanford
with a course in automata theory that did not include the theory of intractabil-
ity. As the Stanford faculty believes that these ideas are essential for every
computer scientist to know at more than the level of “NP-complete means it
taltes too long,” there is another course, CS154N, that students may take to
cover only Chapters 8, 9, and 10. They actually participate in roughly the last
third of CS154 to fulfill the CS154N requirement. Even today, we find several
students each quarter availing themselves of this option. Since it requires little
extra effort, we recommend the approach.

Prerequisites

To make best use of this book, students should have taken previously a course
covering discrete mathematics, e.g., graphs, trees, logic, and proof techniques.
We assume also that they have had several courses in programming, and are
familiar with common data structures, recursion, and the role of major system
components such as compilers. These prerequisites should be obtained in a
typical freshman-sophomore CS program.
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Exercises

The book contains extensive exercises, with some for almost every section. We
indicate harder exercises or parts of exercises with an exclamation point. The
hardest exercises have a double exclamation point.

Some of the exercises or parts are marked with a star. For these exercises,
we shall endeavor to maintain solutions accessible through the book’s Web page.
These solutions are publicly available and should be used for self-testing. Note
that in a few cases, one exercise B asks for modification or adaptation of your
solution to another exercise A. If certain parts of A have solutions, then you
should expect the corresponding parts of B to have solutions as well.

Gradiance On-Line Homeworks

A new feature of the third edition is that there is an accompanying set of on-line
homeworks using a technology developed by Gradiance Corp. Instructors may
assign these homeworks to their class, or students not enrolled in a class may
enroll in an “omnibus class” that allows them to do the homeworks as a tutorial
(without an instructor-created class). Gradiance questions look like ordinary
questions, but your solutions are sampled. If you make an incorrect choice you
are given specific advice or feedback to help you correct your solution. If your
instructor permits, you are allowed to try again, until you get a perfect score.

A subscription to the Gradiance service is offered with all new copies of this
text sold in North America. For more information, visit the Addison-Wesley
web site www.aw.com/gradiance or send email to computing@aw.com.

Support on the World Wide Web

The book’s home page is
http://www-db.stanford.edu/"ullman/ialc.html

Here are solutions to starred exercises, errata as we learn of them, and backup
materials. We hope to make available the notes for each offering of CS154 as
we teach it, including homeworks, solutions, and exams.
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