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Preface

This book grew out of our efforts to provide a balanced coverage of essential
elements of machine vision systems to students in our undergraduate and
early graduate classes. The field of machine vision, or computer vision, has
been growing at a fast pace. The growth in this field, unlike most established
fields, has been both in breadth and depth of concepts and techniques. To
make the situation more confusing, the number of new applications has also
been growing. Machine vision techniques are being applied in areas ranging
from medical imaging to remote sensing, industrial inspection to document
processing, and nanotechnology to multimedia databases.

As in most developing fields, not all aspects of machine vision that are of
interest to active researchers are useful to the designers of a vision system
for a specific application. A designer needs to know basic concepts and
techniques to be successful in designing or evaluating a vision system for
a particular applicatien. It may not be necessary to know the latest, often
controversial, results from leading research centers. On the other hand, the
techniques learned by a designer should not be ephemeral.

This text is intended to provide a practical introduction to machine vi-
sion. We made efforts to provide all of the details to allow vision algorithms
to be used in practical applications. Intentionally omitted are theories of
machine vision that do not appear to have sufficient practical applications
at this time. We want this to be a useful introduction to machine vision
rather than a state-of-the-art collection of research on machine vision.
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The text is intended to be used in an introductory course in machine vi-
sion at the undergraduate or early graduate level and should be suitable for
students with no prior knowledge of computer graphics or signal processing.
Students should have a working knowledge of mathematics through calcu-
lus of two variables, including matrices and linear spaces, and familiarity
with basic probability theory, computer programming, and elementary data
structures. Numerical and statistical methods and advanced algorithms are
described as needed as well as material on geometry in two and three di-
mensions. For some sections in the book, more mathematical background
is needed. Such sections can be omitted by readers not interested in the
rigorous formalization. We have made efforts to provide intuitive concepts,
even for mathematical sections, that will help a reader understand the basic
elements without the details.

An introductory text is based on material from several sources. This
book also contains material from research papers, books, and other places.
We have made no attempt to exhaustively list all original sources. We do
provide some pointers to readers who are interested in exploring topics more
deeply in each chapter. The references at the end of the book provide a list
of sources that were directly used in the preparation of the book.

We strongly encourage readers to send any comments and corrections
by mail to one of the authors or electronically to jain@ece.ucsd.edu.

. Ramesh Jain
Rangachar Kasturi
Brian G. Schunck
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