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Preface

Developed based on the statistical learning theory, support vector machines
(SVMs) are a novel and robust technique for solving various data mining problems such
as classification, regression estimation and novelty detection.

This book is composed of two sections. The first section focuses on applying SVMs
to solve one type of regression estimation problems; time series forecasting. The sec-
ond section deals with applying SVMs to solve the classification and novelty detection
problems.

In the first section, there are 7 chapters. In Chapter 1, a comprehensive review of
the research in the application of SVMs for regression estimation is presented with the
purpose of identifying the key characteristics of SVMs in regression estimation and re-
search directions in this area. In Chapter 2, the feasibility of applying SVMs to finan-
cial time series forecasting are examined with a back-propagation (BP) neural network
used as a benchmark. Issues such as indicators extraction, outliers removal, perform-
ance measure criteria selection, training SVMs, and investigating the functional char-
acteristics of SVMs are addressed. This study shows that SVMs provide a promising al-
ternative tool to the BP neural network in financial time series forecasting. In Chapter
3, the issue of feature selection is discussed. Two methods, saliency analysis (SA)
and genetic algorithm (GA), are proposed to be used with SVMs for selecting impor-
tant features. SA identifies the important features by measuring the sensitivity of the
output of SVMs to the inputs, while GA selects a feature subset in a global optimiza-
tion way. Our experimental study shows that both SA and GA are effective in SVMs
for selecting important features. GA can select a better feature subset than SA in the

real financial tasks. By using the selected features from SA and GA, SVMs can achieve
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higher generalization performance and converge faster. In Chapter 4, the issue of fea-
ture selection is further discussed. Principal component analysis (PCA), kernel princi-
pal component analysis (KPCA) and independent component analysis (ICA) are pro-
posed to SVM for feature extraction. PCA linearly transforms the original inputs into
new uncorrelated features. KPCA is a nonlinear PCA developed by using the kernel
method. In ICA, the original inputs are linearly transformed into features which are
mutually statistically independent. The experiment shows that SVM by feature extrac-
tion using PCA, KPCA or ICA can perform better than that without feature extraction.
Furthermore, among the three methods, there is the best performance in KPCA fea-
ture extraction, followed by ICA feature extraction. In Chapter 5, three dynamic
SVMs, namely, ¢c-ASVMs, ¢-DSVMs, and ASVMs, are proposed by incorporating
the non-stationary characteristic of time series into SVMs, Instead of fixed parameters
in the standard SVMs, adaptive parameters which will place more weigh;s on recent
training data points than distant training data points are used to deal with structural
changes in the data. An extensive experimental study demonstrates that the dynamic
SVMs are more effective in time series forecasting than the standard SVMs. In Chapter
6, a hybrid system formed by combining SVMs with SOM is developed to forecast non-
stationary time series. Generated using the idea of “divide-and-conquer” —dividing a
complex problem into simpler problems whose solutions are combined to yield a solution
to the complex problem, the hybrid system is equivalent to the generalized mixture of
experts (ME). Its size is automatically determined by a tree-structured architecture.
The hybrid system is applied to thirteen different time series forecasting problems. In
all the cases, the hybrid system generalizes better, converges faster, and uses fewer
support vectors than the single SVMs models. Chapter 7 proposes one parallel imple-
mentation of SMO for training SVM. The parallel SMO is developed using message
passing interface (MPI). Specifically, the parallel SMO first partitions the entire
training data set into smaller subsets and then simultaneously runs multiple CPU pro-
cessors to deal with each of the partitioned data sets. Experiments show that there is
great speedup on the adult data set and the MNIST data set when many processors are
used. There are also satisfactory results on the Web data set,

The second section contains another 3 chapters. Chapter 8 proposes using support
vector machine (SVM) to deal with bond rating which is actually a multi-class classifi-
cation problem. The three commonly used methods for solving multi-class classification

problems in SVM, “one-against-all”, “one-against-one”, and directed acyclic graph
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SVM (DAGSVM) are used. The performance of SVM is compared with several bench-
marks including Backpropagation (BP) neural network, logistic regression and ordered
probit regression. One real U.S. bond data is collected based on the Fixed Investment
Securities database (FISD) and the Compustat database. The experiment shows that
SVM significantly outperforms the benchmarks. Among the three SVM based meth-
ods, there is the best performance in DAGSVM. Furthermore, an analysis of features
shows that the generalization performance of SVM can be further improved by perform-
ing feature selection. Chapter 9 proposes a modified support vector novelty detector
(SVNND) for novelty detection which addresses the problem of detecting outliers from
normal data patterns. While the original SVND (Schélkopf et al. , 2001) attempts to
estimate a function to separate the region of normal data patterns from that of outliers
based on normal data patterns, the modified SVND generalizes it to take into account
the outliers in the training set by separating both the normal training data patterns and
the outliers from the origin with maximal margin. By examining artificial and real data
sets, the experiment shows that there is a significant improvement in the performance
of the modified SVND in comparison with the original SVND. Furthermore, the origi-
nal SVND is sensitive to the outliers, with the performance deteriorating when there
are outliers used in the training set. Finally, Chapter 10 gives conclusions and recom-

mendations to the researchers in SVMs,



Nomenclatures

l training set size

(%) variables with and without *

n dimension of original input space;also real number
k general real number

N dimension of high dimensional feature space;natural number
xe X" input and input space

T * x; inner product between x; and z;

yeY output and output space

¥y mean of output values

3 predicted output value

w weight vector

b bias

f(x) general real-valued function

al*’ Lagrange multipliers

& slack variables

& vector of all slack variables

h VC dimension

H high dimensional feature space

#(x): X—H mapping to high dimensional feature space
Ly, f(x)) loss function

K(xisx;) kernel function

RCH) generalization error

R.., () empirical error
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L Primal Lagrangian

w Dual Lagrangian

3 tube size of the e-insensitive loss function
C regularization constant

¢ constant value

6 testing accuracy threshold

4 margin

m arbitrary delay

T embedding dimension

R radius of the ball containing the data
il Euclidean distance

” ”p p-norm

d distance

] learning rate

t time index

) confidence,also kernel width
P probability

P parameter

vC Vapnik-Chervonenkis

BP back-propagation

SOM self-organizing feature map
ERM empirical risk minimization
SRM structural risk minimization
QP quadratic programming
KKT Karush-Kuhn-Tucker

ME mixture of experts

GA genetic algorithm

SA saliency analysis

DLS discounted least squares

OLS ordinary least squares
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