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PREFACE

This text provides mathematical foundations for students preparing to
use or design computers and for students interested in combinatorial
theory and its applications. Some choices of sections for possible courses
are listed in charts below. These selections of topics have been successfully
class tested, using préliminary editions.

The success of the students in mastering and retaining desired material
is attributed to a number of features built into the text. Most important
are the well organized graded problem sets consisting of more than 2100
problems. The early problems on each topic help the students to become
familiar with the new terms and symbols and to build confidence for later
work. Some problems are broken into “bite size” parts;'such parts.are
labeled (i), (ii), and so on. Parts that can be assigned separately are labeled
(a), (b), etc. Occasionally a hint, such as a reference to earlier material, is
given. Some problem sets contain a series of related problems leading the
student through concrete examples to a more general result. Answers or
solutions are given to almost all odd-numbered problems.

Several recurrent themes in this text help to unify material presented as
unrelated in other sources. For example, bit strings are introduced in the
first section and are used in the development of binomial coefficients,
subsets of a finite set, algebraic structures, boolean functions, induction,
combinatorics and probability, binary codes, languages, and finite state
machines. This text also provides a gradual approach to important topics
by the foreshadowing of concepts to be discussed more fully, in later

“sections. i )

The divétsity of topics in a course on discrete mathematics requites an
above average amount of new vocabulary and symbolism. The format of
the text helps to cope with this difficulty by making it easy to find any
definition or notation. Every definition, notation, algorithm, and theorin
has a name. Each chapter has a summary of terms introduced in the chapter
followed by a set of review problems and a set of supplementary and
challenging problems.
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PREFACE

The examples and worked cut solutions to many odd-numbered prob-
lems provide ilJustrations of all the basic techniques. It is not assumed
that the readers are already familiar with binomial coefficients, factorials,
sum and product notation, arithmetic and geometric progressions, and
so on. No previous knowledge of calculus is required.

Brographical notes are given on some of the people who have made
special contributions to the fields discussed in this text. An annotated
bibiiography 15 jurnished for those seeking more advanced material or
additional applications of discrete and combinatorial mathematics.

This text contains enough materiai for a full year course, and there are
many ways of selecting sections for a coherent quarter or semester course.
The following table indicates some possible choices of 24 sections for a
course.

CCUARSE SUGGESTEL SECTIONS
Discrete and Combinatorial  1.1-1.4, 1.8,2.1, 2.2, 3.1, 3.2, 4.1, 4.2, 5.1, 5.2,
Mathematics - ' 6.1-63,7.1,7.2 81, 83,9.1-9.3, 10.1
Combinalorlal Theory 1.1-14,18,4.1,42 51-58, 8.1, 83, 9.1-9.6,
10,1
Discrele Steuctures 11318, 2.1-2.5, 3.1-33, 4.1, 42, 6.1--6.3,
7.1-73

The rnaterial can also be selected so as to achieve a particular main
objective, as illustrated in the following chart.

GBJECTIVE SUUGGESTED SECTIONS

Solving Recursions 1.1-14,18,4.1,42,51, 52,81, 83,9.1-9.6

Compiexity of Aigorithms 1.1-1.4, 1.8,4.1,4.2, 5.1, 5.2, 8.1, 8.3, 9.1-9.3,

- 9.6, 10.1-10.3
Finite State Machines 1.1-14,18,2.1,22,25 41,61,6.2, 11.1, 12.1,
12.2

Planar Graphs ‘ 1.1--18, 4.1, 4.2, 5.1, 5.2, 6.1-6.6 ,

Graphs and Their 1.1-18,2.1,22,4.1,42,5.1,52,71-7.7, 11.1,
Applications ’ 11.2

Flexibility in the selection of topics to be covered is enhanced by the
explicit recalling of concepts from previous sections, together with the
citations of earlier usage. Other aids are the material on the inside front
and back covers, the index at the end of the book, and the summaries of
terms for each chapter.

An instructors’ manual is available.
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INTRODUCTION FOR
STUDENTS

Students are encouraged to take advantage of several features of this text.
The inside front cover has the Greek alphabet to aid in pronouncing these
letters and a list of symbols that have fixed meaning when appearing in
boldface type. Its facing page has some fundamental symbolism together
with the symbolism for structures developed in this book. The inside back
cover and its facing page have the other symbolism of the text.

There are answers or solutions. near the end of the book for all odd-
numbered problems except some “show that” or “prove that” problems.
When the parts of a problem are labeled (i), (ii), and so on, this indicates
that the problern has been broken into “bite size” parts which should be
tackled in the given order. If an even-numbered problem seems difficult,
it may be helpful to look at the previous odd-numbered problem and its
answer or solution. )

Each chapter ends with a summary of the terms introduced and is
followed by a set of review problems. Readers desiring a greater test of
their knowledge, ability, and perseverance may tackle the supplementary
and challenging probiems. Also, the annotated bibliography mlght provide
other doors to knowledge.

The chapter summaries are merged in the index at the end of the text.
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SETS AND RELATIONS

This chapter introduces and develops some important tools for studying
the mathematics needed in computer science and computer engineering.
Operations on sets are fundamental in all of mathematics. They are pre-
sented here as a concrete example of a boolean algebra, the 1ype of algebra
involved in the working of electronic circuits and symbolic logic. The
study of relations on sets helps in the construction of efficient relational
databases, which provide easy access to the accumulated knowledge and
techniques of our complicated civilization. The chapter concludes with
the study of mappings from a set X to a set Y. This concept is used in
many of the topics that follow and is developed in a way that also helps
in the combinatorial aspects, which can be applied to appraising the cost
in space, time, or money of various procedures.

1.1

BINARY STRINGS

Binary strings are useful in situations that feature dichctomy, that is, sep-
aration into two categories. In electrical circuits the dichotomy is that of
a switch being either in the “on” or in the “off” position. In logic it involves
an assertion’s being “true” or “false.” In set- theory, elements are either

“in” or “out” of a set.

In computer science, the symbols used most frequently to represent
the two categories of any such dichotomy are the digits 0 and 1. In the
applications just mentioned, we may be dealing with several switches, or
assertions, or elements of a set; this motivates us to introduce the following

definition.



DEFINITION 1

NOTATION 1

oy

CHAPTER 1 SETS AND RELATIONS

SET B, OF BINARY STRINGS

The digits 0 and 1 are called bits or binary digits. A string byb, ... b,
with each b, either 0 or 1 is an a-bir string or an n-digit binary string.
We use B, to denote the set of all n-bit strings.

For example, there are two 1-bit strings: 0 and 1; and there are four
2-digit binary strings: 00, 01, 10, and 11.

In certain algebraic expressions, braces { } have the same meaning as
parentheses (), however there are contexts in which this is not true. In
a listing for a finite set, the elements should be enclosed within braces and
no element should be listed more than once. Thus B, = {0, 1} is the set
of 1-digit binary strings, and in this text {0, 1, 0} is not an allowable use
of set notation, Changing the order in which the elements appear creates
a new listing but not a new set. For example, '

L23={L32=(21,3} = (23,1} =3, 1,2} = (3,2, 1)

gives six different listings for the same set In general, S = {s,,5,,...,s,}
means that s,, s,, .. ., s, are the n distinct elements of the set S. We have
noted that B, = {0, 1} and that

B, = {00, 01, 10, 11}. (1)

The following notation is used in our systematic procedure for obtaining
the strings of B, , , from those of B,.

PREFIXING A DIGIT

Let = bb,...b, be in the set B,. Then 0B and 18 denote the (n + 1)-
digit strings 0b,b, . .. b, and 1b,b, ... b,, respectively.

For example, if the four strings of B, are 8, = 00, 8, = 01, B5 = 10,
and B, = 11, then {08, 08,, 085,084, 18,, 18,, 18, 18,} is the set of all
3-digit binary strings

B, = {000, 001, 010, 011, 100, 101, 110, 111}, @

When listing the strings of B,, how could one guard against omitting a
string? It helps to know that there are eight strings in B,, as can be seen
from Display (2). But suppose one repeated a string and left out another
one; this could make it seem that there were the right number of strings.
Having an agreed-upon order in which to list the strings lessens the prob-
ability of such errors and helps in checking the work of certain applica-



ALGORITHM 1

NOTATION 2

1.1 BINARY STRINGS 3

tions, such as the case table proofs to be introduced in Section 1.3. A
standard order also makes it easier to find a given item in a listing stored
in a computer memory.

For these reasons, we introduce a standard way of listing the elements
of certain s@s, mncluding the sets B,, B,, . ... Since O precedes 1 in the
usual numerical ordet, we adopt {0, 1} as the standard listing for B,. For
the same reason, we begm our standard listing of B, with the strings that
have O as the leftmost digit, 00 and 01, and then write the strings that
start with 1,-namely 10 and 11. Thus our standard listing for B, is {00, 01
10, 11}. We can then use this listing for B, to define the standard listing
for B, and so on. -

The following algorithm states the procedure formally. It is an example
of a “recursive procedure,” or an “inductive definition,” because it gives
the desired result for the first set B, and then tells how to use the desired:
listing for a set B, in the sequence B,, B,, . . . to obtdin the chosen listing
for the next set B, ,,. Such procedures are discussed further in Section
4.1.

STANDARD LISTING FOR B,

The standard listing for B, is {0, 1}. Given the standard listing
{B: B, ..., B,} for B, then the standard listing for B,,, is

{Oﬁl’ Oﬁz, Tty Oﬁn‘lﬁlv lﬂz, ey lﬂr}

We note that Algorithm 1 produces the standard listing B; =
{00, 01, 10, 11} of Display (1) from the standard listing B, = {0, 1} and
also produces Display (2) from Display (1). Hence Display (2) is the stan-
dard listing for B;. As it turns out, the strings of B, are the base-2 numerals
for the numbers 0,1,2,...,2* — 1, and the order of appearance in the
standard listing is the approp@te order for this application.

NUM‘!RWWNA“‘T'

If § is a finite set, #5 stands for the number of eiements in §. (One reads .
“#8” as “the size of $” or as “the cardinal number of S.")

Thus, if S = {5, 53,...,5,}, then #8§ = n. If #8 = 1, the set S is called -
a singleton. If #S = 2, S is called a pair or a doubleton. If #S =3, 8 is
a triple.



THEOREM 1

INFORMAL PROOF

DEFINITION 2

NOTATION 3
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CHAPTER 1 SETS AND RELATIONS

Since: B, = {0, 1} and B, = {00,01, 10, 11}, we have #B, =2 and
% B, = 4. We next give #B, fornin {1,2,3,...}.

FORMULA FOR #B,

For all positive integers n, #B, = 2"

Everystring f = b,b, ... b, in B, has asits leftmost digit b, either O or
1; that is, B is either of the form Ox or of the form la, witha =4, ... b,
in B,. The number of f's in B,,, with b, = 0 is # B,, as is the number
of f’s in B, ., with b, = 1. Hence

#Bl+l = #Bl + #Bu = Z(#Bu)

This and #B, = 2 imply that #B, =22 =22 #Bg=2-2% =23 and
so on. Thus #B, = 2".

We call this proof “informal” because, for many mathematicians, a
formal proof of this result requires the steps of “mathematical induction”
(which will be discussed in Section 4.2). O

It is important not only to produce the objects of certain sets, such as
the strings of a desired B,, preferably in an easily recognized order, but
also to know how many objects are in these sets. One reason for knowing
the size of a set is that it helps us estimate the time and space needed for

its listing, an important cost consideration when using computers. For -

example, it follows from Theorem 1 that # B,o = 22° = 1,048,576 and

Hence that a listing for B,, using four strings per line and sixty-six lines -

per page would require 3972 pages.

LENGTH AND WEIGHT

A binary string f = b,b, ... b, with n bits has length n. The number of
I’s in the string B is the weight of § and is denoted by wgt f.

For example, 11001 and 00110 have length 5 with wgt 11001 = 3 and
wgt 00110 = 2. The weight of f is the sum of its binary digits; that is,

wat(byby...b)=b, + by + -+ b,. &)

: .Also,ifﬂisinB,,wgt/Imustbeintheset{0,1,...,n}.

SUBSET B, OF B, ,
The set of all binary strings of length n and weight k is denoted as B, ;.
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LEMMA 1

PROOF

Example 1

1.1 BINARY STRINGS L1

For example, the sets of 3-bit strings of weight 0, 1, 2, and 3, respectively,
are '

B, , = {000}, B, , = {001, 010, 100},

83.2 = {011’ 101, 110}, B3,3 = {111}

In each of these listings, the strings appear in the same relative order as
in the standard listing for B,.

4

WEIGHT OF 0 AND 18
wgt(0f) = wgt B and wgt(1f) =1 + wgt B.

Let 8 = b,b, ... b,. Since the weight of a binary string is the sum of its
digits,

wgt(0B) =0+ b, + by + -+ + b, = wgt §,

wegt(1f)=1+b, +b, + -+ b, =1+ wgt §. . a

Here we use Lemma 1 and listings for B, ;5 and B, , to obtain a listing
for By 5. Let B = b,b,b;3b, € B, 5. (The notation “a € $” means “x is an
element of the set $.”) Since b, is either 0 or 1, § is of the form O« or the
form 1o, where a = b;b3b,. If by = 0, then wgt « = 3 (by Lemma 1) and
soa€ By s If by =1, then wgt « = 2 and « € B, ;. Thus we prefix a2 0 to
111, the only string in B, 5, to obtain the only f in B, 3 with O as the
leftmost digit, and we prefix a 1 to each of the three strings of B, ; =
{011, 101, 110} to get the three strings of B, ; with 1 as the leftmost digit.
Together these give the listing '

B, , = {0111, 1011, 1101, 1110} )
for the set of all 4-digit binary strings of weight 3. m]

It is easy to see that

B,o= {0}’ Bo= {00}» B;o= {000}, . (©)
and
B,', = {1}, B, = {11}, By, = {111}, cen )]

That is, the only string in B, 4 is the n-digit string 00 . . . 0, with each digit *
a 0, and the only string in B, , is the n-digit string 11 . .. 1, with each digit "
a 1. Since B, is a singleton and B,, is a singleton for every n in
Z* ={1,2,...}, each of these sets has g unique listing. Hence we adopt
the listings of Displays (6) and (7) as the standard listings.

We next give a recursive procedure for obtaining the standard listings
for the other B, ,, that is, those with 0 < k < m.

,’/



ALGORITHM 2

DEFINITION 3

THEOREM 2

CHAPTER 1 SETS AND RELATIONS

STANDARD LISTING FOR B, &

Let n and k be integers with 0 < k < n. Let the standard listings for B, _ Lk
and B,..,,,,_,'be

By yx={oy,0,...,0)}

and
Byyi-r={r172.. ., -

Then the standard listing for B, , is
{Oay, Oa,, . . o Oa,, 1y, 1y,, ..., 1y,}.

Using this algorithm and the standard listings B, ; = {1}and B, , = {0},
we obtain the standard listing B, , = {01, 10}. The algorithm together
with the standard listings B, = {11} and B, , = {01, 10} give us the
standard listing B, , = {011, 101, 110}.

The numbers that give the sizes of the sets B, , appear frequently in
mathematics. The following definition introduces the usual notation for
these integers.

BINOMIAL COEFFICIENT (%)

Fornin{1,2,3,.. .} and kin {0, 1,..., n}, let () denote the number of
n-digit binary strings of weight k; that is, () = #B,,. Also let (J) = 1.
[One reads ) as “n choose k” or as “binomial coeffficient n choose k.”]

For example, the number of binary strings of length 8 and weight 6 is
denoted as (§). One obtains a string = b,b,...b, in B, , by choosing
k of the n integers of {1, 2, . . ., n} as the subscripts i for which b;=1(and
letting b; = 0 for the other n — k subscripts j). This indicates why () is
read as “n choose k.” In Theorem 2(b) of Section 1.2, it is shown that G is
the number of ways of choosing k elements from any set of size n, In
Section 5.2, we will see why the (f) are called “binomial coefficients.”

We note from Display (4) that () = 1 = @and ) =3=0). Example
1 shows that () = (@) + (3) = 1 + 3 = 4. These illustrate the following
formulas.

BORDERS, RECURSION, AND SYMMETRY FORMULAS

(a) (3)=1=(:)fotn-0,l,?,.... (Borders Formula)
O O=C+€Hor0<k<n (Recursion Formula)

@O P=C2)for0<k<n (Symmetry Formula)
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