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Preface

Once in a while you get shown the light,
In the strangest of places if you look at it right.
Grateful Dead

The first and most obvious use for this book is as a textbook for a one year
graduate course in probability taught to students who are familiar with measure
theory. An Appendix, which gives complete proofs of the results from measure
theory we need, is provided so that the book can be used whether or not the
students are assumed to be familiar with measure theory.

The title of the book indicates that as we develop the theory, we will focus
our attention on examples. Hoping that the book would be a useful reference
for people who apply probability in their work, we have tried to emphasize the
results that can be used to solve problems. )

Exercises are integrated into the text because they are an integral part of
it. In general, the exercises embedded in the text can be done immediately
using the material just presented, and the reader should do these exercises to
check her understanding and prepare for later developments. Exercises at the
end of the section present extensions of the results and various complements.

Changes in the Second and Third Edition. The second edition pub-
lished in 1995 brought four major changes: (i) More than 500 typographical
errors were corrected. (ii) More details were added to many proofs to make
them easier to understand. For example, Chapter 1 grew from 63 to 78 pages.
(iif) Some sections were rearranged or divided into subsections. (iv) Last, and
most important, I worked all the problems and prepared a solutions manual.

While the second edition was an improvement over the first, several hun-
dred, mostly minor, typos remained. In this the third edition, I have con-
centrated on correcting errors, and adding a few lines here and there where I
couldn’t figure out what the author had in mind. I am grateful to Antal Jarai,
who sorted through a two-inch-thick folder of emails, and made the first typo
list that was posted on my web page in the summer of 2000.

With the third edition, the book enters the Duxbury Classics series, where
it will hopefully live long, prosper, and be reasonably inexpensive. I would
like to express my appreciation to my editor Carolyn Crockett for her help in
making this happen. I don’t plan on doing a fourth edition, but small errors can
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be corrected in future reprints so keep those emails coming to rtd1@cornell.edu.

Acknowledgements. 1 am always grateful to the many people who sent
me comments and typos. Helping to correct the first edition were David Al-
dous, Ken Alexander, Daren Cline, Ted Cox, Robert Dalang, Joe Glover, David
Griffeath, Phil Griffin, Joe Horowitz, Olav Kallenberg, Jim Kuelbs, Robin Pe-
mantle, Yuval Peres, Ken Ross, Byron Schmuland, Steve Samuels, Jon Wellner,
and Ruth Williams.

The third edition benefitted from input from Manel Baucells, Eric Blair,
Zhen-Qing Chen, Ted Cox, Bradford Crain, Winston Crandall, Finn Chris-
tensen, Amir Dembo, Neil Falkner, Changyong Feng, Brighten Godfrey, Boris
Granovsky, Jan Hannig, Andrew Hayen, Martin Hildebrand, Kyoungmun Jang,
Anatole Joffe, Daniel Kifer, Steve Krone, Greg Lawler, T.Y. Lee, Shlomo Leven-
tal, Torgny Lindvall, Arif Mardin, Carl Mueller, Robin Pemantle, Yuval Peres,
Mark Pinsky, Ross Pinsky, Boris Pittel, David Pokorny, Vinayak Prabhu, Brett
Presnell, Jim Propp, Yossi Schwarzfuchs, Rami Shakarchi, Lian Shen, Marc
Shivers, Rich Sowers, Bob Strain, Tsachy Weissman, and Hao Zhang.

Family Update. Turning to the home front, where the date is March
2003, David and Greg are now 16 and 14. Life is the same and it is different. The
game console (now the Nintendo Game Cube) and the computer games have
changed, in the latter case from being exclusively on their PCs to primarily
being found on or played over the Internet, but as I write this we are again
waiting for the latest Legend of Zelda game to be released. High school brings
new challenges to David and Greg inside and outside the classroom. David
works on the Ithaca High School paper and has an internship at our local
paper, the Ithaca Journal. Greg plays clarinet and golf with his father. I am
looking forward to this summer when he can teach me how to program in Java.

Most of Greg and David’s achievements would not be possible without their
mother, who drives them to their lessons and jobs, makes sure they do their
homework, and helps clear up problems when they arise. In between, she frets
about the damage to her trees from this January’s ice storm and bides her time
waiting for Spring by having the kitchen redone. It is impossible to encapsulate
23 years of married life into a ten-second sound bite. However, the recent melt
down of two 20+ year marriages involving people we know well has given me a
new appreciation for her many fine quantities. The three editions of this book
(including the courses I taught in their preparation) represent a total of four to
five years of my life. I hope you enjoy and learn from this the “final” version.

Rick Durrett




Introductory Lecture

As Breiman should have said in his preface, “Probability theory has a right
and a left hand. On the left is the rigorous foundational work using the tools
of measure theory. The right hand ‘thinks probabilistically,’ reduces problems
to gambling situations, coin-tossing, and motions of a physical particle.” We
have interchanged Breiman’s hands in the quote because we learned in a high
school English class that the left hand is sinister and the right is dexterous.
While measure theory does not, as the dictionary says, “threaten harm, evil
or misfortune,” it is an unfortunate fact that we will need four sections of
definitions before we come to the first interesting result. To motivate the reader
for this necessary foundational work, we will now give some previews of coming
attractions.

For a large part of the first two chapters, we will be concerned with the laws
of large numbers and the central limit theorem. To introduce these theorems
and to illustrate their use, we will begin by giving their interpretation for a
person playing roulette. In doing this, we will use some terms (e.g. independent,
mean, variance) without explaining them. If some of the words that we use are
unfamiliar, don’t worry. There will be more than enough definitions when the
time comes.

A roulette wheel has 38 slots - 18 red, 18 black, and 2 green ones that are
numbered 0 and 00. Thus, if our gambler bets $1 on red coming up, he wins
$1 with probability 18/38 and loses $1 with probability 20/38. Let X1, X,...
be the outcomes of the first, second, and subsequent bets. If the house and
gambler are honest, X1, X, ... are independent random variables and each has
the same distribution, namely P(X; = 1) = 9/19 and P(X; = -1) = 10/19.
The gambler’s main interest in what we can tell him about the amount he has
won at time n: S, = X7 +---+ X, -

The first facts we can tell him are that (i) the average amount of money
he will win on one play ( = the mean of X; and denoted EX; ) is

(9/19) - $1 + (10/19) - (=$1) = —$1/19 — —$.05263

and (ii) on the average after n ways his winnings will be ES, = nEX; =
—$n/19. For most values of 72 the probability of having lost exactly n/19 dollars
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is zero, so the next question to be answered is: How close will his experience
be to the average? The first answer is provided by the

‘Weak Law of Large Numbers. If X1, X5, ... are independent and identically
distributed random variables with mean EX; = y, then for all € > 0

P(|S,/n—pul>€)—0as n— o0

Less formally, if n is large then S, /n is close to y with high probability.

This result provides some information but leaves several questions unan-
swered. The first one is: If our gambler was statistically minded and wrote
down the values of Sp,/n, would the resulting sequence of numbers converge to
—1/197 The answer to this question is given by the

Strong Law of Large Numbers. If X;, X5, ... are independent and identi-
cally distributed random variables with mean EX; = u then with probability
one, S,/n converges to u.

An immediate consequence of the last result of interest to our gambler is that
with probability one S,, — —00 as n — oo. That is, the gambler will eventually
go bankrupt no matter how much money he starts with.

The laws of large numbers tell us what happens in the long run but do not
provide much information about what will happens over the short run. That
gap is filled by the

Central Limit Theorem. If X1, Xo,... are independent and identically dis-
tributed random variables with mean EX; = p and variance 02 = E(X; — p)?

then for any y
S, —nu
p (W‘ < y) — N(y)

where N(y) = [¥_(2m)~Y 2¢-2"/2 4z is the (standard) normal distribution.

If we let x denote a random variable with a normal distribution, then the
last conclusion can be written informally as

Sn ~np+ on/?x

In the example, we have been considering 1 = —1/19 and

o? = 19—9(1 +1/19)% + 1—3—(—1 +1/19)%2 =1 - (1/19)* = .9972
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If we use 02 ~ 1 to simplify the arithmetic, then the central limit theorem tells
us
Sp = —n/19 +n/?y

or when n = 100,
SIOO ~ —5.26 + 10X

If we are interested in the probability Sigg > 0, this is
P(-5.26+ 10x > 0) = P(x > .526) =~ .30

from the table of the normal distribution at the back of the book.

The last result shows that after 100 plays the negative drift is not too
noticeable. The gambler has lost $5.26 on the average and has a probability .3
of being ahead. To see why casinos make money, suppose there are 100 gamblers
playing 100 times and set n = 10,000 to get

SlO,OOO ~ —526 + 100y

Now P(x < 2.3) = .99 so with that probability S10,000 < —296, that is, the
casino is slowly but surely making money.
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1 Laws of Large Numbers

In the first three sections, we will recall some definitions and results from mea-
sure theory. Our purpose is not only to review that material but also to intro-
duce the terminology of probability theory, which differs slightly. from that of
measure theory. In Section 1.4, we introduce the crucial concept of indepen-
dence and explore its properties. In Section 1.5, we prove the weak law of large
numbers and give several applications. In Section 1.6, we prove some Borel-
Cantelli lemmas to prepare for the proof of the strong law of large numbers
in Section 1.7. In Section 1.8, we investigate the convergence of random series
that leads to estimates on the rate of convergence in the law of large numbers.
Finally, in Section 1.9, we show that in nice situations convergence in the weak
law occurs exponentially rapidly.

1.1. Basic Definitions

Here and throughout the book, terms being defined are set in boldface. We
begin with the most basic quantity. A probability space is a triple (Q,F,P)
where Q is a set of “outcomes,” F is a set of “events,” and P : F — [0,1] is
a function that assigns probabilities to events. We assume that F is a o-field
(or o-algebra), i.e., a (nonempty) collection of subsets of Q that satisfy

(i) if A € F then A° € F, and
(ii) if A; € F is a countable sequence of sets then U;4; € F.

Here and in what follows, countable means finite or countably infinite. Since
NiAi = (U; A5)°, it follows that a o-field is closed under countable intersections.
We omit the last property from the definition to make it easier to chieck.

Without P, (2, F) is called a measurable space, i.e., it is a space on
which we can put a2 measure. A measure is a nonnegative countably additive
set function; that is, a function u : F — R with

(1) w(A) > w(0) =0 for all A € F, and




