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Introduction

BHARATH BALASUBRAMANIAN,' MUNG CHIANG,? and
FLAVIO BONOMI?

VATT Labs Research, Bedminster, NJ, USA
2 EDGE Labs, Princeton University, Princeton, NJ, USA
3 Nebbiolo Technologies, Inc., Milpitas, CA, USA

The past 15 years have seen the rise of the cloud, along with rapid increase in Internet
backbone traffic and more sophisticated cellular core networks. There are three dif-
ferent types of clouds: (i) data centers, (ii) backbone IP networks, and (iii) cellular
core networks, responsible for computation, storage, communication, and network
management. Now the functions of these three types of clouds are descending to be
among or near the end users, as the “fog.” Empowered by the latest chips, radios, and
sensors, the edge devices today are capable of performing complex functions includ-
ing computation, storage, sensing, and network management. In this book, we explore
the evolving notion of the fog architecture that incorporates networking, computing,
and storage.

Architecture is about the division of labor in modularization: who does what, at
what timescale, and how to glue them back together. The division of labor between
layers, between control plane and data plane, and between cloud and fog [1] in turn
supports various application domains. We take the following as a working definition
of the fog architecture: it is an architecture for the cloud-to-things (C2T) continuum
that uses one or a collaborative multitude of end-user clients or near-user edge devices
to carry out a substantial amount of storage, communication, and control, configu-
ration, measurement, and management. Engineering artifacts that may use the fog
architecture include 5G, home/personal networking, embedded Al, and the Internet
of things (IoT) [2].

In Figure I.1, we highlight that fog can refer to an architecture for computing,
storage, control, or communication network, and that as a network architecture it
may support a variety of applications. We contrast between the fog architecture and
the current practice of the cloud along the following three dimensions:

1. Carry out a substantial amount of storage at or near the end user (rather than
stored primarily in large-scale data centers).

2. Carry out a substantial amount of communication at or near the end user (rather
than all routed through the backbone network).

Fog for 5G and loT, First Edition. Edited by Mung Chiang, Bharath Balasubramanian, and Flavio Bonomi.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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How Many fogs?

Fog computing

Fog as a network architecture

56 T Bigdata
applications "applications ' applications

Data plane of Control plane
fog network of fog network

Figure I.1 Fog architectures and applications. Supported by such architectures.

3. Carry out a substantial amount of computing and management, including net-

work measurement, control, and configuration, at or near the end user (rather
than controlled primarily by gateways such as those in the LTE core).

Why would we be interested in the fog view now? There are four main reasons

summarized as CEAL. Many examples in recent publications, across mobile and
landline, and from physical layer beamforming to application layer edge analytics
have started leveraging these advantages [3-8]:

1. Cognition: Awareness of Client-Centric Objectives. Following the end-to-end

principle, some of the applications can be best enabled by knowing the require-
ments on the clients. This is especially true when privacy and reliability cannot
be trusted in the cloud or when security is enhanced by shortening the extent
over which communication is carried out.

2. Efficiency: Pooling of Local Resources. There are typically hundreds of giga-

bytes sitting idle on tablets, laptops, and set-top boxes in a household every
evening, across a table in a conference room, or among the passengers of a pub-
lic transit system. Similarly, idle processing power, sensing ability, and wireless
connectivity on the edge may be pooled within a fog network.

3. Agility: Rapid Innovation and Affordable Scaling. 1t is usually much faster

and cheaper to experiment with client and edge devices. Rather than waiting
for vendors of large boxes inside the network to adopt an innovation, in the
fog world a small team may take advantages of smartphone API and SDK,
the proliferation of mobile apps, and offer a networking service through its
own APL
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4. Latency: Real-Time Processing and Cyber—Physical System Control. Edge data
analytics, as well as the actions it enables through control loops, often have
stringent time requirement and can only be carried out on the edge or the
“things”, here and now. This is particularly essential for Tactile Internet: the
vision of millisecond reaction time on networks that enable virtual-reality-type
interfaces between humans and devices.

We further elaborate on the previous potential advantages of fog. Client and edge
devices have increasing strength and capabilities. For instance, the original iPhone
had a single core 412 MHz ARM processor with 128MB RAM and 8GB storage
space. The iPhone 5S on the other hand carries a dual-core 1.3 GHz Apple A7 pro-
cessor with IGB RAM, 64 GB storage space, and enhanced GPU capabilities. Intel’s
mobile chip Atom and Nvidia’s Tegra too promise near similar specifications. The
increase in strength and capabilities implies complex functionality such as CPU/GPU
intensive gaming, powerful location/context tracking sensors, and enhanced storage.
Further, as suggested in [9], these interconnected edge devices will play a crucial role
in orchestrating the IoT. Edge devices including mobile phones and wearable devices
use a rich variety of sensors including gyroscopes, accelerometers, and odometers to
monitor the environment around them. This enables the crucial notion of exploiting
context both personal in terms of location and physical/psychological characteristics
and context in the communal sense of how devices are interacting with other devices
around them.

As the need for cloud-based services increases, the amount of data traffic gener-
ated in the core networks is increasing at an alarming rate. Cisco predicts that cloud
traffic will increase almost four to five times over the next 5 years [10]. Further, they
predict that cloud IP traffic will account for nearly two-thirds of all data center traffic
by 2017. Can the fog alleviate some of this by satisfying application needs locally?
For example, can part of cloud storage be moved closer to the user with edge/client
devices acting as micro-data centers? Can videos be cached efficiently at the edge
devices to reduce accesses to the cloud? Or more broadly, can edge devices per-
form an active role in orchestrating both data plane-based cloud services and control
plane-based core network services?

Accesses to the cloud often span geographically distant entities with round-trip
times of nearly 150-200 ms. Access latency is a crucial factor in the end-user expe-
rience with studies showing that a 20% decrease in RTTs results in a 15% decrease
in page load time [11]. A significant way to decrease the RTT for content access is
to place as much of the content physically close to the end user as possible. While
decreasing latency is beneficial to all services, it may be a necessity for many services
in the future. For example, services involving augmented reality applications may not
tolerate latencies of more than 10-20 ms [12]. Hence, any computation/processing
for these kind of services need to be performed locally. Fog services may play a
significant part in addressing this challenge.

The fog R&D will leverage past experience in sensor networks, peer-to-peer sys-
tems, and mobile ad hoc networks while incorporating the latest advances in devices,
systems, and data science to reshape the “balance of power” in the ecosystem between
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powerful data centers and the edge devices. Toward that end, this book serves as the
first introduction to the evolving fog architecture, compiling work traversing many
different areas that fit into this paradigm.

In this book, we will encounter many use cases and applications that in many ways
are not necessarily new and revolutionary and have been conceived in the context of
distributed computing, networking, and storage systems. Computing resources have
been always distributed in homes, in factories, along roads and highways, in cities,
and in their shopping centers. The field of pervasive or ubiquitous computing has
been active for a long time. Networking has always deployed switches, routers, and
middleboxes at the edge. Caching media and data at the edge has been fundamental
to the evolution of Web services and video delivery.

As is typical of any emergent area of R & D, many of the themes in the fog archi-
tecture are not completely new and instead are evolved versions of accumulated
transformations in the past decade or two:

e Compared with peer-to-peer (P2P) networks in the mid-2000s, fog is not
just about content sharing (or data plane as a whole) but also network mea-
surement, control and configuration, and service definition.

e Compared with mobile ad hoc network (MANET) research a decade ago,
we have much more powerful and diverse off-the-shelf edge devices and
applications now, together with the structure/hierarchy that comes with cel-
lular/broadband networks.

e Compared with generic edge networking in the past, fog networking pro-
vides a new layer of meaning to the end-to-end principle: not only do edge
devices optimize among themselves, but also they collectively measure and
control the rest of the network.

Along with two other network architecture themes, ICN and SDN, each with
a longer history, the fog is revisiting the foundation of how to think about and
engineer networks, that is, how to optimize network functions: who does what
and how to glue them back together:

e [nformation-Centric Networks. Redefine functions (to operate on digital
objects rather than just bytes)

e Software-Defined Networks. Virtualize functions (through a centralized
control plane)

e Fog Networks. Relocate functions (closer to the end users along the C2T
continuum)

While fog networks do not have to have any virtualization or to be information
centric, one could also imagine an information-centric, software-defined fog net-
work (since these three branches are not orthogonal).




