Probability and Statistics

TR BILE BSE

8 ssxnEdm



HHEER B

Probability and Statistics

i%h Hmg HEF
et MER HER AEF
% & B X

SEHE LR



HERE

FHEEHFTHRRAARAIEHFHRERTHLUN, S YATERRLSHBRIT
REBEENLEEL UEATHEEESEHEHEHIBZALHEHFRBHEEFE
RIS, R BRI SHEEETHRBOETRNER, REE LN BE, HFEVHFEBEER
BEEEAHWEARS BFELRELTE HERAERE RSN SRFHZEA,
WARKERNART THRHFNRL BEAMERAT BESHEERBE AL,

AHNBTHENEHEARR EHNERSHERNH EEREIER SEMYLERN
LR RERE SR SEMAT BRER SRR BEHSFURFT RS FHE
BT RFEEM FRITHOER RERNBETELEIERARARTRBRET BENK
Ab , 7€ L FABE AR GE T 7 BB IR O 46 0, SRR 2 A S AT D R R DR [ R W SE B RE D, R B BE
EE KRR ARSI EEE REFR . EREW S SEEFR

FEBET —EARAXEEETRNALHATREAFE EXTRRTE, EXEFTH
BHME SERBAA. ABCERMIESISRERAFBEBTRENHLHR, THES
FRETHEPEXRETUBMBLSHBLHRBIGEHEHM.

B $E RS B (CIP) 87

B 6 5 B F S 3T = Probability and Statistics: J 3L/ ()
BrE, &% EE. —dtel . BSHE B AR, 2008.5
ISBN 978 -7 — 04 — 023605 -7

I.#- 0 O#--Of- 0.OBFR-BEFEK-
M - B XOBHEGEIHT-REFER-BEM-%X V. 021

FER A E B E CIP BB (2008) 5 048142 &

HHUGE TEm REHE EES HERH ke RELE S04
R 4 RERX N A REME # A

HEET HEHEHET BHEML 01058581118
# o EERTERXESKE4S ®RB|EM 800810 - 0598
HPBIARAE 100120 R it http://www. hep. edu. cn
2 HL 010 - 58581000 http://www. hep. com. cn
M EITM  hitp://www. landraco. com
& # KenBBERETERAR http://www. landraco. com. cn
Ep Rl bR REIR A R A F BEEE hitp://www. widedu. com
FOE 787x960 1/16 B &k 200845 A% 1K
B ¥ 19.25 Bl R 200845 A% 1KEIR
2 # 350 000 E it 22.30 %

#4340 Rk DT B BT B 0T 5 B (A, N A R A R R R
BRFE f8eR
WES 23605-00



Preface

This book is intended to serve as a text for an elementary introduction in proba-
bility and statistics. Probability theory makes explicit references to the nature and
effects of the chance phenomena and serves as the foundation upon which statistics
methods are base. Probability theories and concepts, and statistical methods have
found increasing applications in many other areas such as physics, biological
sciences, economics and social sciences. It is doubtless that even more extensive
applications of probability and statistics can be seen in the future.

There have been many excellent textbooks on probability. Many of them are writ-
ten for mathematics students with a sufficient level of mathematical maturity. From our
teaching of this course in the past, we found that for students with a working knowl-
edge of differential and integral calculus, they might benefit by a treatment that
~emphases breadth rather than details, though of course both approaches are equally
important. Non mathematics major students who are expecting to apply the theories
and methods in the studies of their specific areas may benefit even more with such a
treatment. This becomes an aim when we write this book. As a result, this is not the
same detailed material that most efficiently leads young mathematics students to the
frontiers of professional mathematics. Instead , it requires attitudes not necessarily com-
patible with the attitudes of such mathematics courses. In this book ,the subject matter
that is central to the theory is also central to the applications;and the implications of
the theorems become more important than their proofs. We are hopeful that such a
basic text for probability and statistics will become a useful text for students who
might not have a high level of mathematical maturity ,and who expect to use the theory
and methods in the studies in their own fields. We are also hopeful that this book
would prove an alternative way of teaching such a course.

We have run the course of Probability and Statistics in English since 1995 at
South China University of Technology. The book has been developed from course
notes prepared for such a course. Students taking this course have been in mathemat-
ics, statistics , engineering and other. A successful calculus sequence serves as the pre-
requisite for the course.

Chapters 1—5 provide most of the basics of probability theory. It has been noted
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that an understanding of the basic definitions,theorems and methods in the finite case
will make it much easier for students with necessary preparations to master the corre-
sponding ideas, concepts and theories in the infinite case. Chapter 6 presents a catalog
of the most frequently used distributions. The other chapters provide introductions and
discussions of several topics in several statistics and statistical methods, and their
applications.

Instructors using this text for a one semester course will need to be picky in
choosing the materials. Chapters 1—5 are basic to any course.

Comments from readers are always welcome.
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1 Introduction

Historically, the origin of probability comes from gambling. Girolamo Cardano,
who lived in 1501 —1576 , wrote a “ Gambler’s manual” ,in which he discussed proba-
bility in terms of gambling games. In 1654, the Chevalier de Méré, a gambler, was
considering the following problem: A game is played between two persons, and any
one who firstly scores three points wins the game.In the game, each of thé
participants’ places at stake 32 pistoles and the winner will take entire stake of the 64
pistoles. The Chevalier was concerned that if the players left off playing when the
game was only partially finished , how should the stakes be divided? Unable to find an
answer to this problem, he consulted Blaise Pascal. Pascal soon solved the problem
and communicated his solution to Fermat. Later, Fermat and Pascal,two of the grea-
test mathematicians of their times, laid a foundation for the theory of probability in
their correspondences following Pascal’s solution.

Probability can be viewed as a study of the likelihood of a possible outcome to
occur in a experiment. Like other branches of mathematics, there are certain unde-
fined concepts and assumptions( called axioms ) in the theory of probability. The unde-
fined concepts of probability theory are experiment, event, and probability. We are
here to give a brief informal description these undefined concepts and assump-
tion. Formal definition will be given in the following chapters.

An experiment usually means an act such that there is uncertainty about the out-
comes after it is performed. A typical example of an experiment is the act of observing
the number of dots on the top face of a die upon rolling it. The mathematical counter-
part of an experiment is usually called a sample space. The potential outcomes of a
probabilistic experiment are called events. There are many experiments other than
gambling games can be seen in our daily life. For example, will tomorrow be sunny, or
clouded, or raining? Will the new teaching technique improve the students’ learning?
Will the students in your class become successful engineers? Will the next patient
entering the doctor’s clinic have a higher temperature? Must [ wait for more than 10

minutes for the next bus? The answers to all these questions are uncertain. These are
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good examples of experiments.

Probability is not only a tool for us to understand experiments with uncertain out-
comes , but also a useful tool in solving problems in other areas closely related to our
life. When a life insurance company sells a life insurance policy to a person, the
insurance company must determine the fair amount of premium this new customer
must pay for next year. How much should the fair amount of premium be? Graunt and
Halley first applied probability to this problem. When the insurance company deter-
mines the premium of a customer, the insurance company must know how likely,or in
mathematical terms,what is the probability of,a male in his 40s will die within one
year. In other words,the insurance company must know the distribution of the proba-
bility of death,known as a mortality table in life insurance. The foundation for mortali-
ty determinations was laid by John Graunt and Edmund Halley in the late seventeen
century. Graunt first made a careful analysis of London bills of mortality ,and he pub-
lished a book titled Natural and Political Observations Made upon the Bills of Mortali-
ty,in which he studied a number of interesting problems, including the ratio of new
born infants,the age distribution of the population the migration into and out of city
Londen. Later,Halley prepared the first mortality table using data from another British
city Breslau. Their work became the foundation of the mortality studies,an application
of probability theory to life insurance.

A natural question is:can the mortality table made by Halley be used to deter-
mine the death rate of an American city like New York? One will certainly doubt
about it. Even restricted to London, one would also ask the question how closely
Halley mortality table reflected the reality in Breslau in his time. These are questions
to be studied in Statistics.

When using experimental and observational methods to study a problem, one
must collect data by means of observations and/or experiments. These data will inevi-
tably have some kind of uncertainty ;they may be affected by the time when the data
are collected,the place where the data are collected, and the mechanism with which
the data are collected. The randomness of the data is also from the fact that we some
times can only study a portion of the whole population,and which portion are selected
to be studied is totally random. After the data are collected,one needs to analyze the
data to come up with conclusions. How do we have conclusions with a reasonable level
of assurance from such data with certain randomness? How big a portion we shouid
single out to study so that the analysis will closely reflect the total population? We

will inevitably encounter many problems. In order to solve these problems, statisticians
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have developed many techniques and theories. These techniques and theories consti-
tute the content of statistics. Informally speaking, statistics is a branch of mathematics
that studies how to effectively collect and use the data with randomness.

In order to be the object of statistics, the data must be random. If you want to
know the percentage of all male students in a university, you can just do the computa-
tion. The answer will be precise,and no statistical methods will be needed. This is not
an object to be studies in statistics. On the other hand,if a city has 1 000 000 adult
males,in which there are m of them are smoker,then the adult male smoking rate in
this city is m/1 000 000. In order to determine this rate,one can survey all 1 000 000
adult males in the city to get the precise smoking rate of the city. But this is very diffi-
cult to do and in fact it is tetally unrealistic. Another way to do so is to randomly
select a portion of the total population, such as a group of 1 000 adult males among
the total population,and then use the information collected from this group to estimate
the adult male smoking rate. Then this becomes an object to be studied in statistics as
the collection of data has randomness.

What do we mean by effectively collecting data? The effectiveness is in two
aspects:on one hand,we want to have a simple mathematical model to treat the col-
lected data,and so the smaller the data is,the simpler the model will be. On the other
hand, we also want the collected data to contain as much related and interested infor-
mation as possible, and so the data cannot be too small. Return to the example of
selecting 1 000 adult males to estimate the adult male smoking rate problem. Is the
number 1 000 too small or too big or just right? If too small, the data may not have
sufficient information for us to make a close to reality estimation. If it is too big, then
the cost for conducting the survey may be unnecessarily wasted. To determine a just
right number, we need the help of statistics.

What do we mean by effectively using the collected data? The purpose of cuilec-
ting data is to obtain useful information from the data. Usually,the useful information
cannot be seen transparently from the collected data. Thus it requires us to use certain
methods to analyze the data to come up with conclusions related to the problems being
studied. To effectively use the data,one must use effective methods to analyze the data
to pull out conclusions as surely as possible,as close to reality as possible.

In order to effectively collect and use data, many mathematical methods and
models will be involved. Some of the most commonly used methods and models will be
discussed in the chapters that follow.

While data collecting were found in history long ago, statistics became rapidly
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developed starting from the early 20" century. The earlier pioneers were R. A. Fisher
and K. Pearson. Fisher’s two books “Experimental Design” and “ Statistical Methods
for Research Workers” were once viewed as most important references. Later in
1946, H. Cramer published his “ Mathematical Methods of Statistics” , in which he
applied mathematical methods to summarize the most important achievements and
discoveries in statistics in that time. Cramer’s book marks the moment that statistics
has become a matured branch of mathematics. Statistics has been rapidly developed
due to its wide applications to many areas. It has been applied in almost all areas in
today’s society : statistical methods have been used in forecasting the weather, predic-
ting earth quakes, describing the effect of medicines, and predicting social and
economical activities in a society,to list just a few. More and more statistical methods
are now found for their application purposes. Statistics has becoming one of the most

useful tools in our society.



2 Probability

2.1 Sample Space

If we toss a properly balanced coin, it will fall with either a head or a tail show-
ing. For a particular locality, it will probably be sunny or rain in tomorrow. An event
with two or more possible outcomes is called a random event. The main purpose of
probability theory is to study random events.

Statisticians use the word experiment to describe any process that generates a set
of data, which comes from random events. An example of a statistical experiment is
the tossing of a coin. In this experiment there are only two possible outcomes , heads or
tails. Another experiment might be measuring the diameters of ball bearing produced
by a certain company ; here the possible outcomes contain all real numbers in a certain
interval. We are particularly interested in the observations obtained by repeating the
experiment several times. In most cases the outcomes will depend on chance and can-
not be predict with certainty. Such experiments are called random experiments. When

a coin is tossed repeatedly, we cannot be certain that a given toss will result in a
head.

Definition 2. 1.1  The set of all possible outcomes of a statistical experi-

ment is called the sample space.

Each outcome in a sample space is called a sample point of the sample space.
Example 2.1.1  Consider the experiment of tossing a die. If we are interested in
the number that shows on the top face,the sample space would be

S, = 11,2,3,4,5,6}.

If we are interested only in whether the numbers is even or odd, the sample

space is simply
S, = {even,odd}.
Example 2. 1. 2 illustrates the fact that sometimes more than one sample space

can be used to describe the outcomes of an experiment.



Example 2.1.2 Measuring the diameters of ball bearing produced by a certain
company ,this experiment can be described by the sample space
S, =(0,0)
or,if it is known that the maximum and minimum diameter of the ball bearing are
22.5 mm and 22 mm,respectively,then the sample space is
S, = [22,22.5].

Example 2.1.3  An experiment consists of flipping a coin and then flipping it a
second time if a head occurs. If a tail occurs on the first flip then a die is tossing
once. To list the elements of the sample space, we construct a diagram of Figure
2.1.1,which is called a tree diagram. Now the various paths along the branches of
the tree give the distinct sample points. Starting with the top left branch and moving to
the right along the first path, we get the sample point HH, indicating the possibility
that heads occurs on two successive flips of the coin. The possibility that coin will

show a tail followed by a 4 on the toss of the die is indicated by T4. Thus the sample

space is
S = {HH ,HT,T1,T2,T3,74,T5,T6}. O
First Second Sample
outcome outcome  point
H HH
, H<
T HT
< 1 T1
2 2
T 3 T3
4 T4
5 TS
6 T6
Figure 2.1.1 Tree diagram for Example 2. 1. 3
2.2 Events

In engineering or economic problems,we may be interested in some subset of the
sample space rather than in a specific sample point in the sample space. For example,
a game player may be interested in the event A that the outcome when a die is tossed
is greater than 3. This will occur if the outcome is in the subset A = {4,5,6} of the
6



sample space. In Example 2. 1. 2, we are concerned about the event A that the diame-
ters of a ball bearing is in a specific interval ,say [22.2,22.3]. Thus
A= 1d|22.2 <d <223}

l: Definition 2. 2.1  An event is a subset of a sample space. j

Example 2.2.1  Given the sample space S = {¢ | t=0} ,where ¢ is the life in hours
of a certain type of light bulbs ,we are interest in the event B that a bulb will be burnt
out in less than 200 hrs,i. e. the subset B = {¢|{0<t <200} of S. O
Example 2. 2.2  Assuming that the unemployment rate r of a region is between
0 and 15% ,we have the sample space S = {r {0 <r=<0.15}.1f the event
C “unemployment rate is low” means that r < 0. 04, then we have the subset
C={r|0<r=<0.04} of S. I

As events are subsets,the operations of set theory can be used in the discussion
of events. So we can say about the complement of an event,the union, difference and
intersection of events.

The sample space S itself,is certainly an event,which is called a certain event,
meaning that it always occurs in the experiment. The empty set,denoted by J,is also
an event,called an impossible event, meaning that it never occurs in the experiment.
Example 2. 2.3 Consider the experiment of tossing a die,then

§$=11,2,3,4,5,6}.

Let x be the number that shows on the top face, then the event A = {x | x ¢ §,
x=<10} ,is the certain event,i.e. A = S. Then even B = {x | x € §,x is an irrational
number} ,is the impossible event,i. e. B = (JJ. O

Example 2.2.4 Consider the sample space S consists of all positive integers less
than 10 ,1. e.
§=11,2,3,4,5,6,7,8,9}.
Let A be the event consisting of all even numbers and B be the event consisting of
numbers divisible by 3. Find A,AUB,ANB,ANB.
Solution We have A =1{2,4,6,8} ,B={3,6,9}. Thus
A={1,3,5,79{, AUB=12,3,4,6,891, ANB=1{6}, ANB={3,9]. O
The relationship between events and the corresponding sample space can be
illustrated graphical by means of Venn diagrams. In a Venn diagram, we represent the
sample space by a rectangle and represent events by circles drawn inside the rectangle.
Example 2. 2.5 In Figure 2.2. 1,
ANB =regions 1 and 2, AUD = regionis 1,2,3,4,5 and 7,
(AUB)ND = regions 2,6 and 7. 0



AB

D

Figure 2.2.1 Venn diagram of Example 2. 2.5

The following list summarizes the rules of the operations of events.

() AND =
(2) AUD =4
(3) AUA =4
(4) ANA=0
(5) AUA =S
(6) S=0@
(1) @ =5
(8) A=A

(9) AUB=ANB

(10) ANB=AUB

(11) AUB=BUA

(12) (AUB)UC=AU(BUC)

(13) (AUB)NC=(ANC)U(BNC)
(14) (ANB)UC=(AUC)N(BUC)

2.3 Probability of Events

Experience resulting from repeated experiment is always used to predict the out-
come of future events. Tossing a properly balanced coin,we can predict with certainty
that the chance of its showing a head about one-half of the time. Thus we say that for
a single toss,the probability of showing head is 0. 5. Knowledge of probability makes
it possible to understanding statistics, to interpret statistical results.

First we consider an example. In studying the effect of seed treatments on emer-
gence of cotton seedlings, it is necessary to know the percent of emergence of
untreated seed. To do this we plant 100 untreated cotton seeds. If 49 seeds germi-

nate , that is, if there are 49 success( by success in statistics we mean the occurrence

8



of the event under discussion) in 100 trials, we say that the relative frequency of
success is 0. 49. If we plant more and more seeds, a whole sequence of values for
the respective relative frequencies is obtained. In general, these relative frequencies
approach a limit value; we call this limit the probability of success in a single trial.
From the data of Table 2. 3.1 it appears that the relative frequencies are approac-
hing the value 0.51, which we call the probability of a cotton seedling emerging

from an untreated seed.

Table 2.3.1 Relative Frequency of Emergence of Cotton Seedlings from Untreated Seeds

Number of trial(n) Number of successes(s) Relative frequency(s/n)
100 49 0.49
500 261 0.522
1 000 508 0.508
5 000 2 549 0.509 8

Definition 2.3.1 If the number of successes in n trails is denoted by s,
and if the sequence of relative frequencies s/n obtained for larger and larger value

of n approaches a limit, then this limit is defined as the probability of success in

a single trial.

By the definition,the probability of the certain event is 1,since its relative fre-
quency is always 1. Similarly, the probability of the impossible event is 0, and the
probability of any event is always between O and 1.

Note In this definition, the word“limit” has a meaning which is different from that
in calculus. We will discuss this problem later.

Example 2.3.1 200 bulbs produced by company X are selected at random. Among
them , 150 have life longer than 300 hrs. Find the probability that the bulbs produced
by company X have life longer than 300 hrs.

Solution p = % -0.75. O

In many cases,the probability may be stated without an experiment. If we toss a
properly balanced coin,we believe that the probability of getting a head is 0. 5. We
make this statement since in tossing a properly balanced coin,only two outcomes are

possible and both outcome are equally likely to occur.



