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. PREFACE

This book presents the Proceedings of the International Working Conference on
"Progress in Biological Function Analysis by Computer Technologies", which
was held in Berlin (GDR) on May 19-23, 1987. It was the first Working Con-
ference of the International Medical Informatics Association (IMIA) in the
GDR and the first on this subject by IMIA. e conference was held in Berlin
on the 750th anniversary of this historic city. The meeting was attended by
more than 200 participants.

The book is composed of 73 papers given by scientists from the whole world,
with a strong contribution of the Socialist countries but also with many from
the Western Countries. They discussed in an open and friendly atmosphere
various methods of information processing for the analysis and assessment of
different organ systems, among which the heart and the brain, the respiratory
and renal system, as well as overall regulatory processes. There was a
strong emphasis on automated EEG analysis and processing of evoked poten-
tials. Perinatal monitoring, ICU and anesthesia monitoring, decision support
and expert systems, as well as imaging for function analysis were the themes
of the other working sessions.

This book gives a fair reflection of the state of the art in this field and
of the achievements made over the last few years. Most of the progress re-
ported at the Conference has been the result of an integrated and interdisci-
plinary cooperation of physicians, engineers, mathematicians and computer
scientists. The application of computer technology and basic methods of sig-
nal analysis and pattern recognition was the common denominator for many of
the advances made in function analysis. It is'a fascinating field where
Medical Informatics, Biomedical Engineering and Biomathematics merge and sup-
plement each other. This multidisciplinary approach and the widespread use
of advanced computer systems - especially of the ever expanding microcomputer
- have been instrumental for the progress and propagation of computer as-
sisted function analysis in various clinical areas in different countries.
Applications of computer assisted function analysis are nowadays moving more
and more rapidly from the research laboratory to the bedside.

We hope that the reader will be stimulated to use and eventually develop
these techniques in order to advance knowledge, but most of all to enhance
patient care.

The Editors
Leuven, Jos L. Willems

Rotterdam, Jan H. van Bemmel
Berlin, Joseph Michel



TABLE OF CONTENTS

Preface

PART 1 - INTRODUCTORY CHAPTERS

Interpretation of biosignals for function analysis
J.H. van Bemmel and J.A. Kors, The Netherlands

Integrative physiology : New sources for functional investigations
G. Chauvet, France

Concepts, symbols, equations and numbers
M.S. Leaning, E. Nicolosi and D.G. Cramp, Great Britain

Silicon and thick film sensors for measuring chemical and
mechanical quantities
B. Puers and W. Sansen, Belgium

PART II - PROCESSING OF CARDIAC POTENTIALS

New progress in cardiac micropotential studies
M.J. Stopczyk, K. Peczalski, F. Walczak, R. Kepski
and W. Mojkowski, Poland

System for detection of ECG-micropotentials from the body surface
B. Reime, A. Voss and U. Buhss, GDR

The value of ventricular late potentials (VLP) for the prediction

of malignant ventricular tachycardias (VT)
H.-J. Kleiner, H. Fiehring, H.J. Pech, K.F. Rostock, D. Pfeiffer,
K. Rathgen and A. Schwirdewan, GDR

PC-based program system for solving the forward and quasi-inverse
problems of electrocardiology
Z. Cserjes, A. Szdke and G. Kozmann, Hungary

PC-based ECG mapping system for clinical use
T. Rochlitz, Z. Zetelaki, J. Mertz, F. Pdsztor
and G. Kozmann, Hungary

Bedside microcomputer system for ECG mapping
M. Knorre, H. Knorre and V. Wiechmann, GDR

Establishment of the Kent bundle with the phenomenological
model of delta wave

G. Gelman and V. Jurkonis, USSR
PART III - ANALYSIS OF THE EEG

Statistical structure in space and time patterning of EEG
N.N. Vassilevsky, N.B. Suvorov and S.S5. Bekschaev, USSR

Vil

15

25

33

43

45

51

55

63

69

73

79

81

83



viii Table of contents

Functionally based statistical methods for the analysis of the
EEG and event related potentials
P. Valdes, R. Pascual, J. Jimenez, J. Carballo, R. Biscay and
S. Gonzales, Cuba

The EEG mapping
I. Krekule, Czechoslovakia

A mobile EEC sleep analyser with a dynamic classification algorithm
H. Fruhstorfer, M.G. Pritsch and U. Ziegenhagel, FRG

Computer-aided detection of temporal patterns in human CNS dynamics
W.S. Tirsch, M. Keidel and S.J. Péppl, FRG

Current source-density analysis in brain structures by microcomputer
H,K. Matthies, R. Brddemann and P. Miller-Welde, GDR

Computer data processing in polysomnographical studies
G.F. Diaz, Cuba

An automatic EEG analysis system
H.J. Chen and Y.T. Hen, China

Computer implementation of the nonlinear dynamics method
for EEG analysis )
I. Dvo¥dk, V. Albrecht, M. Palu$, A. Berankovd and
D. Pokorny, Czechoslovakia

Automatic segmentation of the EEG
W. Gehrig, G. Born and F. Heydenreich, GDR

PART IV - ANALYSIS AND MODELLING OF REGULATION PROCESSES

Computer-supported psychophysiological system analysis -

New ways of function analysis of human organism
J. Michel, H. Cammann, B. Koch, B. Fleischer, M. Freude,
G. Uhlmann, G.S. Vasadze, E.S. Kubaneishvili, G.G. Dumbadze,
I.F. Mineev, M.N. Chatiashvili and A.D. Zibadze, USSR

A computer-supported psychophysiological method for the
evaluation of visual-cognitive performance preconditions in
aeronautics and astronautics

H. Kammel and M. Harre, GDR

Computers in biophysical analysis of epithelial secretory membranes
G.I. Mihalas, Romania

A computer-based non-parametric model for sensomotor diagnostics
H. Schumann and R. Seibt, GDR

A new computer-supported method for analysis of complex
regulation processes .
N. Tiedt, T. Kenner and D. Zemaityte, USSR

A model of cardiovascular regulation in clinical practice
C. van Eyll, A.A. Charlier, J. Col and H. Pouleur, Belgium

gL

97

103

121

123

129

131

143

149



Table of contents

Analysis and assessment of the cardiovascular regulation
behaviour during functional testing
D. Zemaityte, G. Varoneckas, V. Kaminskas and A. Stropus, USSR

Microcomputer based recording and evaluation of the
bioimpedance function
U. Hildmann, E. Pfeiffer, I. Hummel and M. Tischmeyer, GDR

Microcomputer-diagnosis of peripheral arterial diseases
H. Rolka, H. Reinhardt and K. Grossmann, GDR

Computation of growing epithelium at human vocal chords
W. Beg;z and R. Laue, GDR

' Towards a new concept on computerized decision-making
R.M.E. Jacobi, GDR

PART V - PROCESSING OF THE EEG AND EVOKED POTENTIALS

Computer supported EEG analysis in studies of cognitive processes
P. Rappelsberger, H. Pockberger and H. Petsche, Austria

Computer-based combined EEC-/EP-analysis
H.-J. Volke, G. Gottlebe and P. Detmar, GDR

Multivariate analysis of cortical slow potential shifts
J. Schwind, R. Haschke, W.U. Dormann and R. Rost, GDR

A new approach to the evaluation of single-trial evoked potentials
and pattern recognition
R. Schmitt and K. Zimmer, GDR

Detection of evoked potentials by multivariate estimation of the
signal-to-noise ratio
U. Spittel, W. Mueller and B. Haring, GDR

Objective visual field diagnosis based on a microcomputer system
W. Mueller and G. Henning, GDR

Improvement of averaging method for registration of auditory
evoked potentials
H. von Specht, GDR

Vector analysis of brainstem auditory evoked potentials to
different polarity clicks
P.C. Churchman, Cuba

Automatic measurement of ABR-latencies
P. Jerzynski and H. Krueger, GDR

Effects of age and sex on auditory brain stem response
E. Stiirzebecher and M. Werbs, GDR

Autonomic peripheral evoked potential
R.B. Rey, L. Sapochnik and J. Vaccari, Argentina

A practical approach to current source density analysis
I. Winkler, G. Karmos and M. Molndr, Hungary

ix

169

175

181

191

193

201

209

221



N Table of contents

PART VI - DECISION SUPPORT AND EXPERT SYSTEMS

The effectiveness of decision support systems in clinical chemistry
R. 0'Moore, Ireland

Bridging the gap between clinical diagnosis and medical laboratory
data - Subspace modelling
H.G. Fridén and S. Wold, Sweden

PC software for diagnostic evaluation of biochemical laboratory data
D. Dziuda, J. Janecki and P. Zaborowski, Poland

Pattern recognition in biochemistry
D. Prochdzkovd, Czechoslovakia

Best subset algorithm for selection of relevant diagnostic tests
E.A. Balds, Hungary

A method to discriminate between enzyme-kinetic models
D. Buckwitz and H.G. Holzhitter, GDR

Diagnosis of exocrine pancreatic function by multivariate
interpretation of biochemical test results
W. Dummler, F. Hauzeur and E. Siegmund, GDR

Diabetex - An expert system for therapy management of type I-diabetes
S. Oranien, G. Zalilmann and G. Henning, GDR

Laboratory prediction of rejection after kidney transplantation
W. Jeske, R. Fischer, B. Irrgang, G. May and F. Schnabel, GDR

Exploitation of physiologic and laboratory data in clinical
information system
M. Dvofak, J. Minz, 0. Gotfryd and A. Susil, Czechoslovakia

EEGIST, an artificial intelligence approach to EEG analysis
P. Berka and P, Jirkd, Czechoslovakia

Artificial intelligence in the electromyographic diagnosis of
cervical roots and brachial plexus lesions
R. Gallardo, M. Gallardo, A. Nodarse, S. Luis, L. Garcia,
0. Padron, R. Estrada and R. Mustelier, Cuba

PART VII - PERINATAL AND PATIENT MONITORING

State of the art of perinatal monitoring
H.W. Jongsma, The Netherlands

Computer supported information analysis of cardiotocographic parameters
J. Zv&rovd, B. Srp, Z. Maly and A. Martan, Czechoslovakia

Trend analysis of heart rate oscillations in neonates
G. Siebert, M. Kabus and D. Gmyrek, GDR

Power spectral mapping (PSM) of neonatal EEG -
Progress by using intelligent instrumentation

H. Witte, U. Zwiener, G. Griessbach, W. Michels and D. Hoyer, GDR
Trend analysis of cardiac rhythm and respiration from surface ECGC

F. Pinciroli, Italy

267

269

283

287

291

297

299

305

309

339

345

351



Table of contents xi

Real-time recognition of P-waves and T-waves of the ECG for functional
analysis and other applications
R. Poll and L. Klinghammer, GDR 363

Respiratory sinus arrhythmia in neonates - Quantification based
on a new model
M. Rother, H. Witte, U, Koschel, M. Eiselt and U. Zwiener, GDR 369

Simultaneous recording of EEG and evoked potentials during intensive
care and neurosurgical operations
H. Maresch, G. Litscher and G. Pfurtscheller, Austria 375

A computerized method for scoring the depth of light barbiturate
anaesthesia
T. Jarddnhdzy and Z. Ori, Hungary 381

Computer model of acute respiratory insufficiency - Its potential
use in intensive care medicine
U. Hieronymi, H. Mrochen and M. Meyer, GDR 387

A mathematical model of the cerebrospinal fluid dynamics and the
simultaneous determination of outflow resistance and compliance
B. Kuenzel, G. Klages, J. Kynast, U. Meier and J.-P. Warnke, GDR 393

PART VIII - IMAGING FOR FUNCTION ANALYSIS 399

Positron emission tomography and multiregional statistical analysis
of brain function: From exploratory methods for single cases to
inferential tests for multiple group designs
G. Pawlik, FRG 401

New possibilities of computer studies in nuclear medicine
J.J.P. de Lima, Portugal 409

Detection of coronary heart disease by computer-supported
sectoral processing of thallium-201 images

B.M. Eisenberg, P. Romaniuk, G. Linss and J. Glass, GDR 415
Spect-investigation for the detection of disorders in myocardial
perfusion

W. Mohnike, J. Schmidt, H. Gisske, J. Pfeifer, W. Hartrodt,

R. Giirke, R. Minze, H.D. Faulhaber and H. Heine, GDR 419

Computerized method for the evaluation of regional cerebral
circulation by the use of radioisotopes
J. Miranda, M. Borron, C. Bell, J. Machado, J. Iglesias and
A. Hernandez, Cuba 425

Analysis of the point spread function of CT-images for quality
assurance using automatic pattern recognition
G. Stoffler, Austria 429

AUTHOR INDEX 435

KEYWORD INDEX 439



PART I
INTRODUCTORY CHAPTERS



A

¥

L oAA
HEE b HVET ,EH;TJ'IGOﬂ .



Progress in Computer-Assisted Function Analysis

J.L Willems, J.H. van Bemmel and J. Michel (Editors)

Elsevier Science Publishers B.V. (North-Holland) a 3
© IFIP-IMIA, 1988

INTERPRETATION OF BIOSIGNALS for FUNCTION ANALYSIS

Jan H. van Bemmel and Jan A. Kors
Dept. Medical Informatics
Free University
Amsterdam
The Netherlands

INTRODUCTION

Methods for the processing and interpretation of biological signals are still in continuous
evolution. mainly because of the changing processing environment. In this introduction we
want to stress the following points; the environment and processing stages of biosignal
analysis; the advantages of software modularity; algorithms for the detection of events,
segmentation of signal parts, and the classification of waveforms. These points will be
illustrated by examples from the interpretation of 2lectro-encephalograms and electro-
cardiograms. used for function analysis and in intensive care situations.

application areas

Biomedical signal processing and interpretation comprises a wide variety of different appli-
cations. We mention just a few of them:

- On-line analysus. taking place in situations where the patient is intensively moni-
t.ored such as in units for intensive- or coronary care [N, o¥ p\rn- or post.surgtcal (2)
and perinatal care.

- The assessment of organ function which is done in units for EMG or EEG analysis
[3] or for the ECQG [4). the phonOCardlogram the splrogram and so on. This same
type of signal processing we also encounter in screening areas.

- In more fundamental research signal processing serves the analysis of neuronal or
cell depolarizations ¢r the computation of the cardiac depolarization wavefront.

- Last. but not the smallest area in biosignal analysis, is the area of instrumentation
and control.

In the following sections we shall discuss examples from these areas, and stress the
general methodology behind all applications.

purposes

First we look at the processing environment for function analysis. Generally speaking,
data processing for function analysis serves several purposes:

- The support of management and organisation of an entire department, mainly
realized by data base management systems (DBMS). A huge quantity of informa-
tion flows from the patient via transtlucers or direct observations to the nurse and
the physician, both for function analysis and c.line monitoring. This flow should be
reduced. channelled and documented. for which the computer is the ideal vehicle.
For medical research but also for legal reasons there is a growing need for data
bases, documents. and complete reports in alphanumeric form or as charts and
graphs. -

- The analysis of alphanumeric. analog and sampled patient data. such as signals,
images, biochemical samples and so on. partly done by bedside equipment and
processors. partly by other systems, sometimes located at other departments. The
sophistication level of this equipment is steadily increasing, since most instruments
are being equipped with microcomputers.
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The support of medical decision making and trend analysis, e.g. by means of a
departmental system and by built-in expert knowledge. Decision making is in-
creasingly based on objective and numerical instead of subjective measurements. for
instance derived from signals and images. This also holds for the intervention rules
during monitoring. This increased objectivity may lead to the reduction of human
errors. The evaluation of the monitoring process and function analysis by colleages
or peers will increasingly bucome a requirement and can be assisted by
computerized care. Several processes and even organic functions can also be better
followed and understood by the use of (decision) models and simulation.

evolution of systems

The evolution of software and hardware has greatly influenced the way we usu signal
interpretation for function analysis. It is not long ago. that home-made instruments were
used for biosignal processing and that systems only operated in one’s own laboratory.
Many researchers struggled with the first A/D converters and signal storage devices.
Much of the early equipment was analog or hybrid: almost all of it -was special purpose.
The fully digital systems with integrated hardware for signal analysis only came in the
sixties widely available.

Some signal processing was done on what can be called the expensive mini's of the sixties.
Even then. much of the operating systems, device handlers, basic processing routines etc.,
had to be written by the researchers personally.

In the early seventies it became possible to share systems with other users and to develop
general software packages for processing. At that time the first signal processing libraries
and a host of routines became available. This time was quickly followed by microprocessors
of 8, 16 and now 32 bits of which the M68020 or Intel's 80386 are well-known examples.
Signal processing nowadays is easily done on the mighty micro’s now available, equipped
with large central memory, a hard disk and an operating system with virtual memory.
Some systems perform even real-time processing under UNIX; systems are now in-
creasingly integrated in networks.

We also see other components influencing the processing environment of today: graphics
and workstations, laser disks and networks with cheap memories for archiving of alphanu-
meric data. signals and pictures.

But also the software environment has changed quite a bit: there are signal processing
packages such as IPL or the IEEE library: image processing packages: interactive pattern
recognition systems, such as ISPAHAN [5]: widespread statistical packages. such as

o DIAGNOSIS TRANSFER
PROCESS -> ®— process FUNCTION
TRENDS
(Provoca-
TIVE)

SYSTEM
TRANSFER - IDENTIFICATION
®——— PROCESS FUNCTION (RESEARCH)
(ACTIVE,
PASSIVE) CONTROL
Figure | ESTIMATION
Different situations for the SOUCATION

assessment of biological functions:
"output-only”, transfer function,
provocative tests, modelling.
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BMDP or SPSS. the latter also available on PC's: the advent of 4th and 6:th generation
software, such as data base management systems. software tools and expert systems.
Such new developments will continue to happen in the future; all of them are influencing
the way in which we process biosignals.

PROCESSING SITUATIONS

We could state that, in dealing with biological processes, there are roughly speaking four
different situations in which we are confronted with signal analysis, as depicted in Figure
1. In this figure we see that from top to bottom our insight in the process increases. We
discuss the four situations consecutively.

The most common problem in medicine is the situation where we deal with “output-
only” (Figure la)l. We know nothing or only some of what is inside the process
delivering the signals, which is most often considered as a black box. The approach
to be followed in analyzing the output (the signals) is rather empirical. A
characteristic example of this situation is EEG interpretation.

- In some cases we know some of the inputs to the process under investigation or we
can even offer an input signal (Figure 1b). Ideally, we are then able to compute a
transfer function. but - regretfully - most biological processes behave in a non-linear
way. Examples of this situation are evoked responses in EEG examinations: stimu-
lation of cells, nerves and muscles; but also pharmacological stimulation may fall in
this category.

- A further category are the methods where we want to put the biological process into
some forced, or at least known condition (Figure 1c), sometimes combined with a
known input stimulus. Many provocative tests fall in this group, such as exercise
tests, in which we measure the ECG or the spirogram, EEG analysis, for instance
during anesthesia, or atrial pacing.

In a few cases where we know many more details of the inside of the black box, we
might be able to develop a model of the biological process (Figure 1d). Parts of the
circulation or the depolarization of the cardiac muscle, as well as compartmental
models such as in pharmacokinetics are representative examples. Such models are
either used for system identification, in research, or for parameter estimation,
process control and. quite often, for educational purposes.

In all four siuations signals are acquired. analyzed and interpreted, sometimes giving rise
to on-line feedback to the process itself.

PROCESSING STAGES

Signals stemming from dynamic processes usually have to be preprocessed or transformed

‘before entering the stages of parameter estimation or classification into some signal or
pattern category. For all stages of signal interpretation, the proper software has to be
available or to be developed. In practice. at each stage several compromises are to be made
between some "ideal” theory and its practical realization in order to obtain fast processing
and compact data storage. For all stages some optimization process has to be carried out,
as we will discuss below. For that purpose a modular set-up of signal processing offers
many advantages, as we will show.

The different stages in signal interpretation enable us to split the entire processing in
logical subtasks, to be represented by software modules. We shall give an example, by
discussing the modular structure of our ECG processing system [6]. being very illustrative
for biosignal interpretation.

There are several advantages of modular signal processing. As a matter of fact. it is the
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MODULAR ECG INTERPRETATION
an example

The ECG is a representative example of the processing of biological sig-
nals. In preparing a modular set-up it is first of all - as in all processing
problems - important to list all prior knowledge as well as clearly describe
the goal of the analysis. In our example we possess much knowledge about
the process of depolarization but the repolarization is much less under-
stood; the ECG is a repetitive signal but it contains many stochastic com-
ponents as well: it has most of the time one dominant waveform but also
aspects of point processes; its analysis can be split in modular subtasks:
ECG analysis has different applications such as serial analysis. screening,
ambulatory monitoring, intensive care, or research. The processing and
interpretation itself can be characterized as a mixture of signal analysis
and pattern recognition.

Looking at the structure of this modular processing, as seen in Figure 2,
we discern first of all the modular package itself, split into an input and an
output task, and pattern analysis and classification tasks in between. The
pattern analysis can be split into groups of detection. typification and
boundary estimation modules. The classification is also subdivided in mo-
dules. Such modules are numbered in the order in which they are usually
called by the main program. In the following we summarize the signal
processing tasks of the different modules.

- The input module takes care of signal acquisition, either sequentially
or as 3, 8, 12 or 15 ECG leads simultaneously. It performs the
sampling and temporary storage in a predefined file. Several tasks
can in principle operate concurrently with each other. which means
that the input may still be operational while some of the other mo-
dules have already been started. Starting of a module is done on the
basis of status flags that are set by preceding modules.

- Detection of events concerns the location of QRS complexes of all
shapes by module RFIND, the finding of noise anc disturbance and
the detection of P waves by ['FIND.

- Typification or clustering according to waveshape is done for the
QRS complexes in RTYP and for the ST-T complex in STTYP.

- Segmentation or boundary recognition is done for the QRS complex,

the T wave and the P wave in ONOFQ, ENDT and ONOFP respec-
tively. The problem is here to locate the onsets and endpoints of
certain waves as accurately as possible in order to compute features
for diagnostic purposes.
The last group of modules concerns the diagnostic classification: beat
selection and coherent averaging for waveshape analysis BEAT,
parameter estimation PARAM, rhythm classification RHYT and the
waveshape classification CLASS in diagnostic categories such as
LVH, AMI or LBBB.

- The output module takes care of alphanumeric and graphical reports,
and the storage of results on some digital storage device such as a
disk.

The system as a whole is able to interpret the (simultaneously recorded)
12-lead ECG as well as the VCQ. In its early development (beginning of the
seventies) it was operational on rather large and expensive minicomputers;
nowadays it has been-implemented on a PC with industrial standards and
with only a minimum of necessary extra hardware (only a set of signal
amplifiers and a standard A/D card).




