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Preface to the Second Edition

Since the publication in 1983 of Theory of Point Estimation, much new work
has made it desirable to bring out a second edition. The inclusion of the new
material has increased the length of the book from 500 to 600 pages; of the
approximately 1000 references about 25% have appeared since 1983.

The greatest change has been the addition to the sparse treatment of Bayesian
inference in the first edition. This includes the addition of new sections on
Equivariant, Hierarchical, and Empirical Bayes, and on their comparisons. Other
major additions deal with new developments concerning the information in-
equality and simultaneous and shrinkage estimation. The Notes at the end of
each chapter now provide not only bibliographic and historical material but also
introductions to recent development in point estimation and other related topics
which, for space reasons, it was not possible to include in the main text. The
problem sections also have been greatly expanded. On the other hand, to save
space most of the discussion in the first edition on robust estimation (in particu-
lar L, M, and R estimators) has been deleted. This topic is the subject of two
excellent books by Hampel et al (1986) and Staudte and Sheather (1990). Other
than subject matter changes, there have been some minor modifications in the
presentation. For example, all of the references are now collected together at
the end of the text, examples are listed in a Table of Examples, and equations
are references by section and number within a chapter and by chapter, section
and number between chapters.

The level of presentation remains the same as that of TPE. Students with a
thorough course in theoretical statistics (from texts such as Bickel and Doksum
1977 or Casella and Berger 1990) would be well prepared. The second edition of
TPE is a companion volume to “Testing Statistical Hypotheses, Second Edition
(TSH2).” Between them, they provide an account of classical statistics from a
unified point of view.

Many people contributed to TPE2 with advice, suggestions, proofreading and
problem-solving. We are grateful to the efforts of John Kimmel for overseeing
this project; to Matt Briggs, Lynn Eberly, Rich Levine and Sam Wu for proof-
reading and problem solving, to Larry Brown, Anirban DasGupta, Persi Dia-
conis, Tom DiCiccio, Roger Farrell, Leslaw Gajek, Jim Hobert, Chuck McCul-
loch, Elias Moreno, Christian Robert, Andrew Rukhin, Bill Strawderman and

vii



viii Preface to the Second Edition

Larry Wasserman for discussions and advice on countless topics, and to June
Meyermann for transcribing most of TPE to LaTeX. Lastly, we thank Andy
Scherrer for repairing the near-fatal hard disk crash and Marty Wells for the
almost infinite number of times he provided us with needed references.

E.L. Lehmann
Berkeley, California

George Casella
Ithaca, New York

March 1998



Preface to the First Edition

This book is concerned with point estimation in Euclidean sample spaces.
The first four chapters deal with exact (small-sample) theory, and their approach
and organization parallel those of the companion volume, Testing Statistical
Hypotheses (TSH). Optimal estimators are derived according to criteria such as
unbiasedness, equivariance, and minimaxity, and the material is organized
around these criteria. The principal applications are to exponential and group
families, and the systematic discussion of the rich body of (relatively simple)
statistical problems that fall under these headings constitutes a second major
theme of the book.

A theory of much wider applicability is obtained by adopting a large sample
approach. The last two chapters are therefore devoted to large-sample theory,
with Chapter 5 providing a fairly elementary introduction to asymptotic con-
cepts and tools. Chapter 6 establishes the asymptotic efficiency, in sufficiently
regular cases, of maximum likelihood and related estimators, and of Bayes esti-
mators, and presents a brief introduction to the local asymptotic optimality the-
ory of Hajek and LeCam. Even in these two chapters, however, attention is
restricted to Euclidean sample spaces, so that estimation in sequential analysis,
stochastic processes, and function spaces, in particular, is not covered.

The text is supplemented by numerous problems. These and references to the
literature are collected at the end of each chapter. The literature, particularly
when applications are included, is so enormous and spread over the journals of
so many countries and so many specialties that complete coverage did not seem
feasible. The result is a somewhat inconsistent coverage which, in part, reflects
my personal interests and experience.

It is assumed throughout that the reader has a good knowledge of calculus
and linear algebra. Most of the book can be read without more advanced mathe-
matics (including the sketch of measure theory which is presented in Section
1.2 for the sake of completeness) if the following conventions are accepted.

1. A central concept is that of an integral such as ff dP or ff dy. This covers
both the discrete and continuous case. In the discrete case ff dP becomes
Zf (x,)P(x;) where P(x)=P(X =x;) and ff du becomes Zf(x;). In the continuous
case, f[f dP and ff du become, respectively, [f(x)p(x) dx and ffx) dx. Little is
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X Preface to the First Edition

lost (except a unified notation and some generality) by always making these
substitutions.

2. When specifying a probability distribution P, it is necessary to specify not
only the sample space 1, but also the class @ of sets over which P is to be
defined. In nearly all examples 1 will be a Euclidean space and & a large class
of sets, the so-called Borel sets, which in particular includes all open and closed
sets. The references to @ can be ignored with practically no loss in the under-
standing of the statistical aspects.

A forerunner of this book appeared in 1950 in the form of mimeographed
lecture notes taken by Colin Blyth during a course I taught at Berkeley; they
subsequently provided a text for the course until the stencils gave out. Some
sections were later updated by Michael Stuart and Fritz Scholz. Throughout the
process of converting this material into a book, I greatly benefited from the
support and advice of my wife, Juliet Shaffer. Parts of the manuscript were read
by Rudy Beran, Péter Bickel, Colin Blyth, Larry Brown, Fritz Scholz, and Geoff
Watson, all of whom suggested many improvements. Sections 6.7 and 6.8 are
based on material provided by Peter Bickel and Chuck Stone, respectively. Very
special thanks are due to Wei-Yin Loh, who carefully read the complete manu-
script at its various stages and checked all the problems. His work led to the
correction of innumerable errors and to many other improvements. Finally, I
should like to thank Ruth Suzuki for her typing, which by now is legendary,
and Sheila Gerber for her expert typing of many last-minute additions and cor-
rections.

E.L. Lehmann
Berkeley, California,

March 1983



Table of Notation

The following notation will be used throughout the book.
We present this list for easy reference.

Quantity Notation Comment
Random variable X, Y, uppercase
Sample space X,y uppercase script
Roman letters
Parameter 0,1 lowercase Greek letters
Parameter space 0,Q uppercase script
Greek letters
Realized values X,y lowercase
(data)
Distribution function F(x), F(x|9), P(x]0) continuous
(cdf) Fy(x), Py, (x) or discrete

Density function (pdf)

Prior distribution
Prior density

Probability triple

f(x), f(x16), p(x|6)
Jo(x), Py(x)
A(y), Ay |2)
n(y), m(ylr)

(X, P,B)

notation is “generic”,
i.e., don’t assume

Fxly) = f(xl2)

may be improper

sample space, probability
distribution, and
sigma-algebra of sets




xxvi Table of Notation

Quantity Notation Comment
Vector h=(,..., h) ={h} boldface signifies
vectors
Matrix H = {h;;} = ||hjl| uppercase signifies
matrices
Special matrices I Identity matrix
and vectors 1 , vector of ones
J=11 matrix of ones
Dot notation h;. = } Z,I'-x hi; average across the
dotted subscript
Gradient Vh(x) = ({i—lh(x), s ;’Tnh(x)) vector of partial
derivatives
Zhw)
Hessian VVhA(x) = [a—x%;h(x)} matrix of partial
second derivatives
Jacobian [ %h,- (x)] matrix of
derivatives
Laplacian ; ai:;h(x) sum of
second derivatives
Euclidean norm x| (ZxH?
Indicator function I4(x), I(x € A) equals 1 if
orl(x <a) X€EA,
0 otherwise
Big ”Oh,” little "oh” 0O(n), o(n) or O,(n), 0,(n) Asn — 00
om constant,”® — 0
subscript p denotes

in probability
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