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Preface

In the Year 2001 Model Curricula for Computing (Computing Curricula 2001)
(http://www.computer.org/education/cc2001/report/index.html) developed by the
Joint IEEE Computer Society/ACM Task Force, net-centric computing is
included as a key area in the Computer Science body of knowledge:

Recent advances in computer and telecommunications networking, particularly
those based on TCP/IP, have increased the importance of networking technologies
in the computing discipline. Net-centric computing covers a range of subspecial-
ties, including computer communication network concepts and protocols, multi-
media systems, Web standards and technologies, network security, wireless and
mobile computing, and distributed systems.

Mastery of this subject area involves both theory and practice. Learning expe-
riences that involve hands-on experimentation and analysis are strongly recom-
mended as they reinforce student understanding of concepts and their application
to real-world problems. Laboratory experiments should involve data collection
and synthesis, empirical modeling, protocol analysis at the source code level, net-
work packet monitoring, software construction, and evaluation of alternative
design models. All of these are important concepts that can be best understood
by laboratory experimentation.

The ACM model curricula lists a number of topics in this area, specifying a min-
imum of 15 hours of core topics and additional elective topics. Many of these
topics are covered in a series of courses in distributed computing that I initiated
and have taught at California Polytechnic State University (Cal Poly), San Luis
Obispo, since 1996. For these courses I employed excerpts from various publi-
cations, as well as materials I developed, including overhead slides, code sam-
ples, and laboratory/problem/research assignments, which 1 provided as a
course.package to my students.

This textbook is a synthesis of the course materials I accumulated over a span of
six years, designed for a sequence of technical elective courses for upper-division
undergraduates.
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Reasons for the Book

Traditionally, distributed computing courses are offered at the graduate level.
With the growth of Internet and intranet applications, more and more under-
graduate students are engaged in net-centric computing, either at the workplace
or on their own initiative. Distributed computing is distinct from (1) commu-
nications and networks and (2) distributed operating systems. It operates at a
higher level of abstraction than the network layer and the operating systems
layer and deals with programming paradigms, application program interfaces
(APIs) or toolkits, and protocols and standards in the context of net-centric
computing. Although there are numerous books available on network program-
ming and technologies, there is a lack of books written in a textbook style, com-
bining the theory and practice of distributed computing.

This book has the following distinctive features:

B [t is designed to introduce undergraduate students to the principles of dis-
tributed computing, topics formerly reserved for graduate students.

B It focuses on the upper layers of the architecture for net-centric computing,
specifically on computing abstractions and paradigms.

® It incorporates both conceptual topics and practical topics, using program
samples and hands-on exercises to illustrate and reinforce the concepts pre-
sented.

® It is designed as a textbook, with a narrative style suitable for academic set-
tings, diagrams to illustrate the topics, exercises at the end of each chapter,
and a list of references for student research.

B It is designed for learn-by-doing teaching: programming samples are used to
reinforce the topics presented, and laboratory activities are incorporated in
the exercises at the end of each chapter.

® Supplementary teaching materials, including presentation slides, program
samples, a Web site, and an instructor’s manual, will be provided by the
author.

® In addition to printed books and articles, this book cites reliable references
that are accessible via the World Wide Web. For example, the references
include a link to the archival sites where Internet Requests for Comments
(RECs) can be looked up online. It is the author’s belief that undergraduate
students are more inclined to look up references that are readily available on
the Web. (Note: Although I have chosen to include as references Web links
that are reliable and stable, it is possible that some of the links may become
obsolete over time. I would appreciate receiving reports of inactive links.)

What This Book Is Not About

® This book is not about networking. In a general sense, networking encom-
passes distributed computing in as much as distributed computing involves
networked computers. But in academia, courses in networking typically focus



on the lower layers of the network architecture and address topics such as sig-
nal transmission, error corrections, data link layer protocols, transport layer
protocols, and the Internet layer protocol. By comparison, this book deals
with the uppermost layers of the network architecture, namely the applica-
tion, presentation, and session layers, and more from the viewpoint of com-
puting paradigms and abstractions than from the viewpoint of system
architecture.

B This book is not about distributed systems. Our focus is not on system
architecture or system resources.

B This book is not about Web application development. Although the
Internet is the most popular network, programming for the Internet is a spe-
cialized form of distributed computing. This book addresses distributed com-
puting for networks in general, including the Internet, intranet, and local
area networks.

® This book is not about application program interfaces (APIs) or technolo-
gies. Although a number of APIs are introduced in the book, they are pre-
sented as representative toolkits that support particular paradigms; the
introduction of these APIs is meant to allow students to write programs for
hands-on laboratory exercises that reinforce the concepts and principles.

A Word to Fellow Instructors

The book is designed for use in a technical elective course during an academic
term. The entire twelve chapters of the book can be covered in a quarter at a fast
pace or in a semester at a more leisurely pace. The material requires no advanced
knowledge of networks, operating systems, or software engineering. A course
taught using the book can be taken by an upper-division undergraduate
student.

With a field as wide as distributed computing, it is impossible for one book to
cover every corner of the discipline. In particular, there is no intention here to
cover the latest technologies. The book is meant to convey fundamental con-
cepts in interprocess communication.

A common thread that runs through this book is the idea of abstraction, in the
sense of detail encapsulation—how that idea applies in the various paradigms
of distributed computing and the trade-offs between tools that provide different
levels of abstraction. It is my firm belief that these concepts and ideas are impor-
tant to each student in computer science and computer engineering, regardless
of the student’s chosen area of specialization. With an understanding of these
fundamental concepts, students should be well equipped to explore new tools
and technologies on their own, as they will be expected to do throughout their
career.

The first three chapters of the book contain introductory background material
that can be covered in the first one or two weeks of an academic term, during
which students are gently introduced to a multitude of issues to which they may
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or may not have been exposed already. Subsequent chapters are more technical
and detailed and can be covered at roughly a chapter each week.

Broad as the subject of distributed computing is, you will likely feel compeiled
to supplement this text with additional material that you deem important. For
example, you may be inclined to add an introduction to distributed algorithms,
or to go into more depth in the area of security. To allow time for such addi-
tions, you may consider omitting selected chapters from this book.

It is not assumed that readers of this book have had prior expertise in distrib-
uted computing. At Cal Poly, I have used the material to teach students with
diverse backgrounds, ranging from some students who had no experience with
multiprocess programming, to those who were already sophisticated network
software developers. While the material worked best with the former, those with
advanced backgrounds would find the topics of interest nevertheless.

Readers, Please Note
A word on the use of typefaces in the narrative of this book:

B Key terms and phrases are emphasized through the use of boldface; for exam-
ple: This book addresses distributed computing.

® A special word, such as one used as a program identifier, nonstandard proto-
col name, or operation name, is expressed in italic to distinguish it from the
rest of the text in a sentence; for example: What do you expect the outcome
to be when RunThread3 is executed? Compile and run it.

#® Reserved words and identifiers, such as those stipulated by the Java Language
or by a well-known protocol, appear in italic; for example: To support thread-
ing in a program, Java provides a class named Thread as well as an interface
named Runnable interface.

A word on the article inserts and Web links:

Throughout the text of this book, excerpts from articles previously published in
various media are inserted. These articles were chosen for their relevance to the
topics, and for the interest that they may bring to the readers.

Many of the references listed at the end of each chapter are Web links. This is a
deliberate choice, because the author believes that the accessibility of Web-
available contents will enhance a student’s initiative to pursue research in a
topic. The Web links chosen are those that the author deemed to be reliable and
stable. But obsolescence of some links is inevitable, in which case the author
offers an apology and welcomes your notification of such an occurrence.

Contacting the Author

The compilation of a textbook is a painstaking and consuming task. To the best
of my ability, I have attempted to maximize the accuracy of the materials pre-



sented within the pages of this book. If you discover any errors or inaccuracy,
or if you have suggestions for improvements, 1 shall be grateful to hear from
you. Please email to mliu@csc.calpoly.edu.

Supplementary Materials

Supplementary materials, including the source files for programming samples
and overhead slides, are available at URL www.aw.com.

Additional supplementary materials for instructors only are available by con-
tacting your local Addison Wesley sales representative.
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