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Preface

Cloud computing is the latest distributed computing paradigm that provides redun-
dant, inexpensive, and scalable resources in a pay-as-you-go fashion to meet various
application requirements. Nowadays, with the rapid growth of Cloud computing, the
size of Cloud data is expanding at a dramatic speed. A huge amount of data that are
big in sizes and large in amounts are generated and processed by Cloud applications
with data-intensive characteristics. For maintaining big data in the cloud, data reliabil-
ity—related issues are considered more important than ever before. However, current
data storage and data reliability—ensuring strategies based on multiple replicas have
become a bottleneck for big data storage in the Cloud. For storing massive data in the
Cloud, such strategies could consume a huge amount of storage resources on replica-
tion, and hence incur a huge storage cost and cause negative effects for both Cloud
storage providers and storage users. Therefore, a higher demand has been put forward
to Cloud storage. While the requirement of data reliability should be met in the first
place, data in the Cloud needs to be stored in a highly cost-effective manner.

In this book, we investigate the trade-off between data storage cost and data reli-
ability assurance for big data in the Cloud. The research is motivated by a scientific ap-
plication for astrophysics pulsar searching surveys, which is of typical data-intensive
characteristics and contains complex and time-consuming tasks that process hundreds
of terabytes of data. To store the massive amount of application data into the Cloud,
our novel research stands from the Cloud storage service providers’ perspective and
investigates the issue on how to provide cost-effective data storage while meeting the
data reliability requirement throughout the whole Cloud data life cycle. Our research
in this book presents four major contributions. According to different stages within the
Cloud data life cycle, these four contributions are presented in the following sequence.

1. For describing data reliability in the Cloud, a novel generic data reliability model is pro-
posed. Based on a Cloud with replication-based data storage scheme, the data reliability
model is able to describe the reliability of the Cloud data throughout their life cycles, in
which they are stored with different redundancy levels and stored on different storage de-
vices in different stages respectively. Compared with existing data reliability models that as-
sume a constant disk failure rate, our generic data reliability model is able to better describe
data reliability over a wide range of failure rate patterns of storage devices.

2. To facilitate data creation, a minimum replication calculation approach for meeting a given
data reliability requirement is proposed. Based on the data reliability model, this approach
calculates the minimum number of replicas that needs to be created for meeting certain data
reliability requirement and predicts the reliability of the data stored for a certain amount of
time. In addition, the minimum replication can also act as a benchmark, which can be used
for evaluating the cost-effectiveness of various replication-based data storage approaches.

3. In the data maintenance stage, in order to maintain the Cloud data with the minimum rep-
lication level, a novel cost-effective data reliability assurance mechanism named Proactive
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Replica Checking for Reliability (PRCR) is proposed. Based on the minimum replication
that is created, PRCR is able to maintain the huge amounts of Cloud data with negligible
overhead, while a wide variety of data reliability assurance can be provided. Compared with
the widely used conventional three-replica data storage and data reliability—ensuring strat-
egy, PRCR significantly lowers storage cost in the Cloud. PRCR can reduce from one-third
to two-thirds of the Cloud storage space consumption. Even more saving can be achieved
compared with data storage strategies with higher replication levels.

4. In the data creation and recovery stages, in order to reduce the data transfer cost, a cost-
effective strategy named Link Rate Controlled Data Transfer (LRCDT) is proposed. By
scheduling bandwidth in a link rate controlled fashion, LRCDT could significantly reduce
the energy consumption during the data creation and recovery process in the Cloud network.
The result in our simulation indicates that LRCDT is able to reduce energy consumption by
up to 63% when compared to existing data transfer strategies.

The research issue of this book is significant and has practical value to the Cloud
computing technology. Especially, for Cloud applications that are of data-intensive
characteristics, our research could significantly reduce their storage cost while meet-
ing the data reliability requirement and have a positive effect on promoting the devel-
opment of Cloud.
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Introduction 1

With the rapid growth in the size of Cloud data, cost-effective data storage has become
one of the key issues in Cloud research, yet the reliability of the huge amounts of
Cloud data needs to be fully assured. In this book, we investigate the trade-off of cost-
effective data storage and data reliability assurance in the Cloud. The novel research
stands from the Cloud storage service providers’ perspective and investigates the issue
on how to provide cost-effective data storage service while meeting the data reliability
requirement throughout the whole Cloud data life cycle. This topic is important and
has a practical value to Cloud computing, technology. Especially, for data-intensive
applications that are of data-intensive characteristics, our research could dramatically
reduce its storage cost while meeting the data reliability requirement and hence has a
positive impact on promoting the deployment of the Cloud.

This chapter introduces the background knowledge and key issues of this research.
It is organized as follows. Section 1.1 gives the definition of data reliability and briefly
introduces current data reliability assurance technologies in the Cloud. Section 1.2
introduces the background knowledge related to Cloud storage. Section 1.3 outlines
the key issues of the research. Finally, Section 1.4 presents an overview for the book
structure.

1.1 Data reliability in the Cloud

The term “reliability” is widely used as an aspect of the service quality provided by
hardware, systems, Web services, etc. In Standard TL9000, it is defined as “the abil-
ity of an item to perform a required function under stated conditions for a stated time
period” [1]. For data reliability specifically, which refers to the reliability provided
by the data storage services and systems for the stored data, it can be defined as “the
probability of the data surviving in the system for a given period of time” [2]. While
the term “data reliability” is sometimes used in the industry as a superset of data avail-
ability and various other topics, in this book we will stick to the definition of data
reliability given earlier. :

Data reliability indicates the ability of the storage system to keep data consistent,
hence it is always one of the key metrics of a data storage/management system. In
large-scale distributed systems, due to the big quantity of storage devices being used,
failures of storage devices occur frequently [3]. Therefore, the importance of data reli-
ability is prominent, and these systems need better design and management to cope
with frequent failures. Increasing the data redundancy level could be a good way for
increasing data reliability [4,5]. Among several major approaches for increasing the
data redundancy level, data replication is currently the most popular approach in dis-
tributed storage systems. At present, data replication has been widely adopted in many

Reliability Assurance of Big Data in the Cloud. http://dx.doi.org/10.1016/B978-0-12-802572-7.00001-4
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2 Reliability Assurance of Big Data in the Cloud

current distributed data storage/management systems in both industry and academia,
which include examples such as OceanStore [6], DataGrid [7], Hadoop Distributed
File System [8], Google File System [9], Amazon S3 [10], and so forth. In these stor-
age systems, several replicas are created for each piece of data. These replicas are
stored in different storage devices, so that the data have better chance to survive when
storage device failures occur.

In recent years, Cloud computing is emerging as the latest distributed computing
paradigm, which provides redundant, inexpensive, and scalable resources in a pay-as-
you-go fashion to meet various application requirements [11]. Since the advent of Cloud
computing in late 2007 [12], it has fast become one of the most promising distributed
solutions in both industry and academia. Nowadays, with the rapid growth of Cloud
computing, the size of Cloud storage is expanding at a dramatic speed. It is estimated
that by 2015 the data stored in the Cloud will reach 0.8 ZB (i.e., 0.8 X 10?! bytes or
800,000,000 TB), while more data are “touched” by the Cloud within their life cycles
[13]. For maintaining such a large amount of Cloud data, data reliability in the Cloud is
considered more important than ever before. However, due to the accelerating growth of
Cloud data, current replication-based data reliability management has become a bottle-
neck for the development of Cloud data storage. For example, storage systems such as
Amazon 83, Google File System, and Hadoop Distributed File System all adopt similar
data replication strategies called the “conventional multi-replica replication strategy,” in
which a fixed number of replicas (normally three) are stored for all data to ensure the re-
liability requirement. For storage of the huge amounts of Cloud data, these conventional
multi-replica replication strategies consume a lot of storage resources for additional rep-
licas. This could cause negative effects for both the Cloud storage providers and users.
On one hand, from the Cloud storage provider’s perspective, the excessive consumption
of storage resources leads to a big storage overhead and increases the cost for providing
the storage service. On the other hand, from the Cloud storage user’s perspective, ac-
cording to the pay-as-you-go pricing model, the excessive storage resource usage will fi-
nally be paid by the storage users. For data-intensive Cloud applications specifically, the
incurred excessive storage cost could be huge. Therefore, Cloud-based applications have
put forward a higher demand for cost-effective management of Cloud storage. While the
requirement of data reliability should be met in the first place, data in the Cloud needs to
be stored in a highly cost-effective manner.

1.2 Background of Cloud storage

In this section, we briefly introduce the background knowledge of Cloud storage.
First, we introduce the distinctive features of Cloud storage systems. Second, we in-
troduce the Cloud data life cycle.

1.2.1 Distinctive features of Cloud storage systems

Data reliability is closely related to the structure of the storage system and how the
storage system is being used. Different from other distributed storage systems, the
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Cloud storage system has some distinctive features that could either be advantages or
challenges for the data reliability management of Cloud data.

1.2.1.1 On-demand self-service and pay-as-you-go pricing model

The on-demand usage of Cloud storage service and pay-as-you-go payment fashion
have greatly facilitated the storage users that they only need to pay for the resources
used for storing their data for a needed time period. The cost is easy to be estimated
according to the size of data generated [14]. However, based on the pay-as-you-go
model, every usage of the resources can be strictly reflected onto the bills payable at
the end of the month. Therefore, minimizing resource consumption becomes demand-
ing and critical. This principle is not only applicable to the service users, but also to
the Cloud storage service providers. In most current Cloud storage services, excessive
data redundancy is compulsorily generated, to ensure data reliability. For data-inten-
sive applications, such excessive data redundancy consumes a large amount of storage
resources, and hence incurs a very high cost.

1.2.1.2 Redundant and scalable virtualized resources

In the Cloud, large amounts of virtualized computing and storage resources are pooled
to serve users with various demands [1]. Redundant computing resources make it easy
to conduct parallel processing, while the redundant storage resources make it easy to
distribute data. For meeting a higher computing/storage demand, the resource pool
can be scaled out rapidly, and the virtualization keeps the complex procedures trans-
parent from the service users. However, the virtualization of resources has also led to
a challenge that various kinds of data reliability requirement need to be fully assured
to make the Cloud storage service trustworthy.

1.2.1.3 Dedicated Cloud network

Cloud systems (public Clouds specifically) are primarily running based on data cen-
ters with dedicated networks, which interconnect with each other using dedicated
links [15]. Such a dedicated feature of the Cloud network has provided the Cloud the
potential of full bandwidth control ability. The Cloud storage system could benefit
from the dedicated Cloud network that the creation and recovery of data can be con-
ducted in a fully controllable and predictable manner. At the meantime, there is still
a great potential that data transfer in the Cloud network could be optimized for being
conducted more cost-effectively.

1.2.1.4 Big data

“Big data” is the term for a collection of data sets so large and complex that it becomes
difficult to store and process using traditional data storage and processing approaches.
In Cloud storage systems, big data is one of the most distinctive features of the Cloud
storage system. These data are generated by a large number of Cloud applications,
many of which are data and computation intensive and of great importance to these
applications. Moreover, the size of the Cloud data is growing even faster. Due to the
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huge amount of resources consumed by these data, efficient data management could
generate huge value. For managing the massive amounts of Cloud data, the Cloud
storage system needs to be powerful enough and able to meet the diverse needs of the
data of different usages at different stages.

1.2.2 The Cloud data life cycle

The Cloud data life cycle refers.to the period of time starting from the data being cre-
ated (generated or uploaded) in the Cloud to the data being deleted when the storage
space is reclaimed by the Cloud storage system. The life cycle of each piece of Cloud
data consists of four stages, which are the data creation stage, the data maintenance
stage, the data recovery stage, and the data deletion stage, as depicted in Figure 1.1.

1.2.2.1 Data creation

The life cycle of Cloud data starts from the creation of the data in the Cloud storage
system. When the original piece of Cloud data (the original replica for short) is cre-
ated, certain numbers of additional replicas of the Cloud data also need to be created
according to the specific reliability requirement of each piece of data and the storage
policy [8,9]. All these replicas are transferred and stored on specific storage devices
in a distributed fashion.

1.2.2.2 Data maintenance

After the data are created and stored, the data maintenance stage commences, which
occupies the majority of the Cloud data life. At this stage, Cloud data are processed
within applications to achieve different goals. However, for most of the time these
data are just stored in storage devices waiting for later use. Certain mechanisms can
be conducted to maintain all the replicas so that the service quality is not jeopardized.
From the data reliability aspect, the redundancy of Cloud data is maintained at a cer-
tain level, so that sufficient data reliability assurance can be offered to meet the stor-
age user’s data reliability requirement.

1 Data
creation

maintenance

4 Data 3 Data
deletion recovery

Figure 1.1 Cloud data life cycle
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1.2.2.3 Data recovery

At the data maintenance stage of the Cloud data life cycle, replicas could be lost due
to storage failures. In order to either restore the redundancy level of the Cloud data or
prevent the data from total loss, data recovery is needed. At this stage, certain mecha-
nisms are conducted to recover the lost replicas. For various purposes, these mecha-
nisms follow different data recovery policies and the duration of the data recovery
stage could vary. From the data reliability aspect, the data need to be recovered before
the data reliability assurance becomes too low to meet the storage user’s requirement.

1.2.2.4 Data deletion

When the data are no longer needed, they are deleted. The storage space reclamation
mechanism of the Cloud (if any) then recycles the pre-occupied storage space, and the
life cycle of the Cloud data ends. Hence this stage of the Cloud data life cycle will not
be discussed in this book any further. However, as we will explain later in the book,
for determining the proper data reliability assurance that meets the storage user’s data
reliability requirement, it is preferable that the expected storage duration be given
when the data are created.

1.3 Key issues of research

The research in this book involves two major aspects: cost-effective data storage and
data reliability. On one hand, the storage cost highly depends on the redundancy level
of the data. By reducing the redundancy of the Cloud data, the storage cost could be
reduced proportionally. Due to the massive amount of big data in the Cloud, the stor-
age cost saved can be huge. On the other hand, reducing redundancy also means that
the data reliability may be jeopardized, that is, the data cannot survive until they are
deleted (or discarded). In order to provide cost-effective data storage while meeting
the data reliability requirement of the Cloud storage users throughout the Cloud data
life cycle, our research involves the following key issues.

1. Data reliability model
First, we need a model to describe Cloud data reliability and Cloud data reliability—related
factors, which is essential for the design of the data reliability assurance approach in the
Cloud. The data reliability model should be able to describe the reliability of the Cloud data
throughout their life cycles, in which the data are stored with different redundancy levels and
stored on different storage devices at different stages respectively.

2. Determination of the minimum replication
In order to reduce the storage cost in the Cloud, we need to determine the minimum data
redundancy level for meeting the data reliability requirement. As will be further explained in
Chapter 3, our research focuses on the data reliability issue in the Cloud with a replication-
based data storage scheme. Therefore, in order to store the Cloud data in a cost-effective
fashion, at the data creation stage of the Cloud data life cycle, the number of replicas created
for the Cloud data need to be minimized. Based on the data reliability model, we need an
approach that predicts the data reliability under certain given replication levels so that the
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minimum replication that needs to be created can be determined. As a direct consequence,
the minimum replication can also act as a benchmark, which can be used for evaluating the
cost-effectiveness of various replication-based data storage approaches.

3. Cost-effective data reliability assurance
In order to maintain the Cloud data with the minimum replication level, a mechanism that is
able to create Cloud data based on the minimum replication calculation approach as well as
maintain the created replicas in the Cloud needs to be designed. For effective Cloud data re-
liability management, this mechanism needs to be able to maintain the big data in the Cloud
with a wide variety of data reliability assurance so that all different levels of data reliability
requirements can be met. In addition, as a very important aspect, the overhead of such a
mechanism also needs to be taken into account.

4. Cost-effective data transfer
When replicas of the Cloud data need to be created or are lost, we need to provide effective
data transfer process that could maintain the replication level of the data in a cost-effective
fashion. In the data creation and recovery stages of the Cloud data life cycle, data transfer
activity plays the major role, which transfers the data to the appropriate storage devices.
Therefore, optimizing the data transfer in Cloud network could be a good solution for cost-
effectiveness. By optimizing data transfer, the cost incurred by data creation or recovery can
be reduced.

1.4 Book overview

This book systematically investigates the challenging issue of providing cost-effective
data storage with data reliability assurance, which includes solid theorems and practi-
cal algorithms and finally forms a comprehensive solution to deal with the issue. The
book structure is depicted in Figure 1.2.

In Chapter 2, we introduce existing works in literature related to our research. To
facilitate our research, literature in three major fields are reviewed. First, from the
hardware aspect, to investigate the reliability pattern of storage devices in the Cloud,
literature on hardware reliability theories are reviewed. Second, from the software
aspect, to investigate data reliability models, and data redundancy maintenance ap-
proaches in the Cloud, literature on data reliability modeling, data reliability assurance
approaches in distributed data storage systems are reviewed. Third, to investigate data
recovery approaches in the Cloud, literature on data recovery and data transfer ap-
proaches in distributed systems are reviewed.

In Chapter 3, we present the motivating example of this book and analyze our re-
search problem. We first introduce the motivating example of our research, which is a
real-world scientific application for pulsar searching survey of typical data-intensive
characteristics. Based on the motivating example, we analyze the research problem
and identify details of our research issues.

In Chapter 4, we present our data reliability model for Cloud data storage. Based
on the details of our research issues identified in Chapter 3, first we further determine
several properties for our data reliability model, and then our novel generic replica-
tion-based data reliability model is presented in detail.

In Chapter 5, we present the minimum replication calculation approach. Based
on our generic data reliability model presented in Chapter 4, a minimum replication



