NeuroTrans:







NeuroTrans
A New Model for Connectionist
Machine Translation

HT A THEMFZHIY58F

#FiE ¥

4 & & K @&

=



EHERSE (CIP) HiE

EFTATHEMERVLREE. /FPEFE . —t:
B A, 2007

ISBN 978-7-03- 018981- 3

[. & I #%- . ATHZTFY% - JLEaE 8% -
B3t - 23 V. TP183

o E A 548 CIP SO T (2006) %5 0149849 2

TAEG . MEL / iRt Fe e
FAEW ) REG/ HEikit: kK

M4 8 2 B2 R

ERARFEMRALE 16 5
BB 485 : 100717

http://www. sciencep. com
FaAZLq T R
PHEHRRAERAT AR5 2

*
2007 46 A% — fR FFA. AS (890 x1240)
2007 4 6 ASE—WERR]  Egk. 7 B 2
E¥. 1—3 000 FH: 265 000
Effr: 25.00 T

(WA e R, RAGTTEAL (BlEn))



Preface

This book is based on my doctorial dissertation. It explains a
new approach to machine translation with artificial neural networks.
The approach treats machine translation as seeking the solution to

" two sub-problems. The first problem concerns obtaining vocabulary
translations and is solved by using a distributed neural translation
lexicon The second problem involves adjusting the transliterations
produced by the lexicon into acceptable target language sentences,
which is handled by a hybrid generator.

The translation lexicon learns the meaning of words from ex-~
amples and stores the acquired lexical knowledge in a set of lexical
networks. During translation, the lexical networks perform lexical
disambiguation automatically. With the neural lexicon, programming
a disambiguation component for an MT system is no longer
necessary. The technique allows a translation lexicon to scale up easily
to a full size lexicon for an MT application. Although developed ini-
tially for English-Chinese translation, the technique can be used to
develop translation lexicons between any language pairs.

The hybrid generator consists of a generation network (GN) and
a symbolic generator (SG). GN learns a simple jumble of grammar
from examples, and SG physically adjusts transliterations to pro-
duce target language sentences. The generator is a bold attempt at
language generation without using any formal linguistic theories.
This book discusses its strengths and weaknesses. This new language
generation technique is still under development, requiring further
research before becoming a practical alternative to those based on
the symbolic approach.
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Prologue

Letters of credit are important business documents in the area of
international trade. These documents are mainly written in English.
To ensure that a business transaction is properly handled, business
people have to fully understand their content. Therefore Chinese
trading companies need to translate such texts. One way to obtain
such translations is by using English-Chinese machine translation
packages (MT).

In the succeeding pages, we present a comparison of the trans-
lations produced by our experimental MT system NeuroTrans and
two commercial MT packages. One package is Transtar v.1.0 for
Windows 95 developed by China Computer Software and
Technology Service Corporation (CS & S). This was first developed
in the late 1980’s, and the package evaluated is the latest version
issued in July 1997. The other package is General Translator (i)
v.5.0 for Windows 95 and the Internet, developed by a small
company and published in 1996.

We selected segments of letters of credit and translated them by
using the three MT packages. The segments can be grouped into
three content types. For each content type, we first present the source
language text, and after it the translations of Transtar, General
Translator and NeuroTrans. The comparison is shown as follows.
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® Amount expressions

1. FOR USD 9,315 = US DLRS NINE THOUSAND THREE HUNDRED FIFTEEN
ONLY

2. FOR USD 17,600.00 (SEVENTEEN THOUSAND SIX HUNDRED AND 00/
100 US.DOLLARS).

3. AMOUNT: USD 2,455.00 (US DOLLARS TWO THOUSAND FOUR HUN-
DRED AND FIFTY-FIVE ONLY)

e Amount translations

Transtar

1. %+ USD 9,315 = £ B DLRS /.-F Z & + ZA4L

2. 37 ¥ USD 17,600.00 (-+-6 &4 00/100 £ E. £7T).

3. &: USD 2,455.00 (% /L% T35 #= FIFTY- Z4X)

General Translator

1. B A MIRER A 9,315= #M DLRS AT =B+ A, h—.

2. B AMIRER AR 17,600.00 (—F L+ G4 00/100, &A1, £7).
3. At MRS %3 2455.00 (RN EAATEIES BT 9T F. FIFTY- LoE—44).
NeuroTrans .

1. £7.9,315=DLRS /L ZH % ,

2. £71.17,600.00 (SEVENTEEN —7% = F 55 & #2 00/100. £ 7)

3. £#: 2455.00 £ (=4A=w+F FIFTY- %)

® Legal terms

1. THIS L/C IS SUBJECT TO THE UNIFORM CUSTOMS AND PRACTICE FOR
DOCUMENTARY CREDITS (1983 REVISION ICC PUBLICATION NR 400

.2. THIS MESSAGE IS OPERATIVE BY ITSELF AIRMAIL CONFIRMATION
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NOT TO FOLLOW CREDIT SUBJECT TO 1983 REVISION PUBLICATION
400 OF ICC

3. YOUR FAVOR IT 1S SUBJECT TO THE UNIFORM CUSTOMS AND
PRACTICE FOR DOCUMENTARY CREDITS (1983 REVISION INTERNA.- _
TIONAL CHAMBER OF COMMERCE, PARIS, FRANCE PUBLICATION

NO. 400)
® Legal term translations

Transtar

1. 37 L AIRR S 32T i >3 5145 32 B ) DOCUMENTARY {57#1(1983 1T ICC
H /54 NR 400)

2. XA R H SR R A G5 32T ICC i 1983 4EME4T H R4 400 (3T
BAERIIESE SO

3. BERNEZ R E 5T DOCUMENTARY CREDITS(1983 &) Ellrrr <, BALY
AR 9 161 S Bk B AR 4, S 400)

General Translator

LA L/ C v R B 58— R 4 S04 o 2 RO A M 1 3 S el i [ s
A BARRY SY 7 (1983 18 EE BRI bl & B SHUE % 400

2. AN B Tk A TS AU M B E R BOR Sr S BRI, 1 8, M, 258 3A 768
7732 1983 1 TR HEA & 7 400 MR AY B FRVHE H.0

3. {kig FAVOR A 45 Toll A 3245 — B B B S i R AT B T S Bk
HHIE] P SRR B 07 (1983 8 1E FEBREY S S iR L, VAR, 1R el
FREZE 1, 400)

NeuroTrans

L AR RAEAT 58— R BTG BR A 15 FBIE, 1671 AR 1983, MR 400

2.4~ MESSAGE 2% 3{ ITSELF AIRMAIL CONFIRMATION FOLLOW NOT /2 -
FIIERF& 1983 15T IR H4 R 400 EBrRE &

3R Tr 338 A 3228 N B IT 2 B8R B PR GE — R BIRIAIE (1983 19T IR E T &,
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B2, IEE R 45 400)
e Payment specifications

1.AVAILABLE WITH ANY BANK BY NEGOTIATION OF BENEFICIARY’S
DRAFTS IN DUPLICATE AT SIGHT DRAWN ON APPLICANT SHOWING
ISSUING BANK

2. CREDIT AVAILABLE WITH: FREELY NEGOTIABLE AT ANY BANK BY:
NEGOTIATION AGAINST PRESENTATION OF THE DOCUMENTS DE-
TAILED HEREIN AND OF YOUR DRAFTS AT SIGHT DRAWN ON FIRST
INTERSTATE BANK OF CALIFORNIA, LOS ANGELES CALIFORNIA

3. CREDIT AVAILABLE BY DRAFTS AT SIGHT FOR 100 PERCENT INVOICE
VALUE

e Payment translations

Transtar

1. AR AT T7E SR 44T BENEFICIARY HIZE S R B TS & L BT —%&
TR R M A ZHRT

2. WM AT B TR B AR A EA T T A4ARAT :%%ﬁ%ﬂ%ﬂ’ﬂﬁ%ﬁiﬁﬁﬁ
hi—F TR R B SCAERR A B 1 S AR e 3 IS A2 WU R A8 B TEAG N
PrE4RTT

3. —BRBE 2 100 %45 755 R SR A E SR

General Translator

1. A R AR TR IR B 2 8 AT SR A o — R A— LR b s A
PFHIERAT

2. CREDIT #30H4 ) 1 AT A BB 45077 B DL S 3t g
SCPEREATE S A T S B YR B — T2 — M
JHiE Ay CALIFORNIA AR 2R A8

3. CREDIT A3 B85 — AR E] B 100 79405 & FE
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NeuroTrans

1. AT &M BT AR 44T 2 38 A BN ZRG B S AR FHEA
SHOWING £47HF

2. {5 FERL T 4547 W4T FREELY NEGOTIABLE {1:{4R747: SE#23ZCALIFOR-
NIA 434FFIRST JL I BA$EDETAILED FEAMR A {13k A INTERSTATE,
LOS ANGELES CALIFORNIA

3. (SR AT B4 2 100 TSI &AL A

From the comparisons above, we can draw the following
conclusions:

1. State of the art English-Chinese MT still has a long way to go before
producing translations of acceptable quality. This is true for prod-
ucts of both small and larger companies. Although CS & S claims
that the latest Transtar is able to produce translations with 85%
readability, the performance shown above raises doubts about the
stated rate.

2. Domain knowledge plays an important role in determining trans-
lation quality. It is not difficult to see that NeuroTrans produced
more accurate translations for letters of credit. This is because
NeuroTrans is specially designed for such a domain, although it
only has a lexicon of less than 400 entries as against the larger
lexicons of the other two MT systems, which have over 50,000
entries.

3. Although the comparison may seem to favor NeuroTrans unfairly, -
the following facts about NeuroTrans may help relieve such
criticism. It has received much less human engineering effort than
its counterparts. No programmer ever worked to program knowl-
edge into NeuroTrans. Instead, it learns necessary knowledge from
examples. What is more important is that the examples were
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prepared not by programming professionals, but by a third-year
junior middle school student. Armed with self-learning artificial
neural networks, NeuroTrans could change the nature of MT de-’
velopment from a technique intensive job into a job for which a
foreign language learner is sufficiently qualified.

4. The training of NeuroTrans took months instead of years. This
indicates that MT systems catering for a large number of highly
specific domains can be developed quickly. The narrowing
down to specific domains is the guarantee to translation
quality.

How was NeuroTrans developed? How does it differ from other
MT systems? What are its strengths and weaknesses? In the rest of
this book we will answer these questions. The rest of this thesis is
organized as follows; in Chapter Two, we review previous MT
research; in Chapter Three, we describe the theories and techniques
of artificial neural networks with regard to natural language
processing; in Chapter Four, we deal with the design considerations
of NeuroTrans; in Chapter Five and Six, we provide the implementa-
tion details and discuss the strengths and weaknesses of the tech-
niques we have developed; finally, in a short concluding chapter,
we summarize what has been achieved in this book.




MT state of the art

Machine translation is one of the earliest computer application
fields people considered. After half a century of research and
development, MT technology now provides only limited success
within highly restricted areas. In this chapter, we will discuss the
techniques that are available today and their strengths and
weaknesses. In section 2.1, we present some well-known MT sys-
tems developed by using symbolic approaches. In section 2.2, we
describe products which embody a compromise of the ideal and the
practical: machine assisted translation. In section 2.3, we describe
theories of the statistics approach to MT development, and discuss
some aspects regarding the implementation of the theory. Finally,
we present a summary about the merits and demerits of the two MT
development approaches.

21 MT as symbolic systems

Most of the MT systems, whether experimental or commercial,
are designed as symbolic systems. They are further divided into
systems based on the transfer model or those based on the inter-
lingua model. The transfer model seeks some direct mapping
relations between the source language expressions and the target
language expressions. Such mapping relations hold mainly between
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the two languages involved. For translation among a set of languages,
the transfer model requires n(n-1) translation devices. The inter-
lingua model is based on the belief that there exists a universal and
language independent meaning formalism, an inter-lingua, which
can be parsed from and generated into surface expressions of differ-
ent languages. The model views translation as parsing a source lan-
guage expression into some form of inter-lingua, and generating a
target language expression from the inter-lingua. For translation
among a set of languages, the inter-lingua model requires only 7
translation devices.

Whether using the transfer model or inter-lingua model, an MT
system typically undergoes the following translating procedures
(Alshawi 1994):

1. A source language string is passed to a parser which applies a
grammar and a lexicon to produce a set of “deeper” syntactic/
semantic forms.

2. The linguistic forms are filtered by contextual and word-sense
constraints, which causes one remaining form to be passed to the
translation component.

3. The linguistic form of the source language is translated into that of
the target language.

4. A grammar for the target language is applied to the form and
generates the target language string.

It is the linguistic forms processed at step 2 and 3 which differ-
entiate an MT system as either a transfer or an inter-lingua system.
For the transfer model, the linguistic forms take formalism closely
associated with the two languages involved, and are easier for source
language recognition and target language generation. For the inter-




