Juraj Hromkovic

- Communication

Springer-Verlag
SZPR) ¥ & S d)



Juraj Hromkovi¢

Communication
Complexity
and Parallel Computing

AL R

Spriﬁger—Verlag
ZFER L S



$# /. Communication Complexity and Parallel Computing
#£  #: ). Hromkovi¢

% 4. BEERERFTHE

WA E tHREBHRAFIRAR

B Bl & ALRREENRT

% T HAEBHRARLLERAT GLRWTHEMAAR 1375 100010)
F A& 132 850X1168 ED 3 11
HRRAEA: 2000 £ 6 A3

# £: ISBN 7-5062-4736-4/ TP * 58

RRARE S BT 01-1999-2439

E i 49.007C

HREHE &iﬁ’h\ﬁitﬁﬁa T #48 Springer-Verlag {Z4EH
KEFIbREENRIT.



Prof. Dr. Juraj Hromkovié

Institut fiir Informatik und Praktische Mathematik
Universitit Kiel

Olshausenstr. 40

D-24098 Kiel, Germany

Series Editors

Prof. Dr. Wilfried Brauer
Institut fiir Informatik, Technische Universitit Miinchen
Arcisstrasse 21, D-80333 Miinchen, Germany

Prof. Dr. Grzegorz Rozenbeig

_ Institute of Applied Mathematics and Computer Science
University of Leiden, Niels-Bohr-Weg 1, P.O. Box 9512
2300 RA Leiden, The Netherlands

Prof. Dr. Arto Salomaa

Data City

Turku Centre for Computer Studies
FIN-20520 Turku, Finland

CR Subject Classification (1991): E1.2-3,F2.3,G.2.2,B.7.1,C.2.1, F4.3

Library of Congress Cataloging-in-Publication Data

Hromkovié, Juraj, 1958-
Coamuntcation compliextity and parallel computing / Juraj HromkoviE.
. cn. -— (Texts in theorstica) computer sclence)
Includes bibliographical references and index.
ISBN 3-540-57459-X (hardcaver : alk. paper)
1. Parallel processing (Electronic computers) 2. Computational
caonplexity. I. Titie. II. Sertes.
QA76.58.H76 1997
005.2'75--dc21 96-28508
cIp

ISBN 3-540-57459-X Springer-Verlag Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material
is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, bro-
adcasting, reproduction on microfilms or in any other way, and storage in data banks, Duplication
of this publication or parts thereof is permmed only under the provisions of the German Copyright
Law of September 9, 1965, in its current version, and permission for use must always be obtained
from Springer-Verlag. Violations are liable for prosecution under the German Copyright Law.

@ Springer-Verlag Berlin Heidelberg 1997
Printed in Germany

The use of registered names, trademarks, etc. in this publication does not imply, even in the absen-
ce of a specific statement, that such names are exempt from the relevant protective laws and there-
fore free for general use.

This reprint has been authorized by Springer-Verlag (Berlin/Heidelberg/New York) for sale in
the People’s Republic of China only and not for export therefrom.
Reprinted in China by Beijing World Publishing Cofporation, 2000



Texts in Theoretical Computer Science
An EATCS Series

Editors: W. Brauer G. Rozenberg A.Salomaa

Advisory Board: G.Ausiello M. Broy S.Even
J. Hartmanis N.Jones T.Leighton M. Nivat
C. Papadimitriou D. Scott

TP274/Y37

¢2000.



|

Preface

The communication complexity of two-party protocols is an only 15 years old
complexity measure, but it is already considered to be one of the fundamen-
tal complexity measures of recent complexity theory. Similarly to Kolmogorov
complexity in the theory of sequential computations, communication complex-
ity is used as a method for the study of the complexity of concrete computing
problems in parallel information processing. Especially, it is applied to prove
lower bounds that say what computer resources (time, hardware, memory size)
are necessary to compute the given task. Besides the estimation of the compu-
tational difficulty of computing problems the proved lower bounds are useful for
proving the optimality of algorithms that are already designed. In some cases
the knowledge about the communication complexity of a given problem may be
even helpful in searching for efficient algorithms to this problem.

The study of communication complexity becomes a well-defined indepen-
dent area of complexity theory. In addition to a strong relation to several funda-
mental complexity measures (and so to several fundamental problems of com-
plexity theory) communication complexity has contributed to the study and to
the understanding of the nature of determinism, nondeterminism, and random-
ness in algorithmics. There already exists a non-trivial mathematical machinery
to handle the communication complexity of concrete computing problems, which
gives a hope that the approach based on communication complexity will be in-
strumental in the study of several central open problems of recent complexity
theory.

This book presents the basic concepts in the study of communication com-
plexity and in its application in proving lower bounds on distinct fundamental
complexity measures. In the applications we focus on the complexity measures
of realistic, parallel computing models like- combinational (Boolean) circuits,
VLSI circuits and interconnection networks. The book is written at a level ac-
cessible to advanced undergraduates and to graduate students. Since it gives
a survey on the study of communication complexity and formulates a lot of
research problems we expect it will also prove to be a reference for researchers
in this area.

First of all I would like to thank Grzegorz Rozenberg and Arto Salomaa,
who encouraged me to write this book, and to Burkhard Monien and Wolfgang
Thomas for the good working atmosphere in Paderborn and Kiel during the
work ‘on the book. I am indebted to Ingeborg Mayer, Andrew Ross and Hans
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Wassner of Springer-Verlag for their editorial help, comments and suggestions
which essentially contributed to the quality of the presentation of the book.

I am grateful for the comments and materials received from several people,
including Ivana Cernd, Josef Gruska, Ivana Holtring, Oliver Matz, Dana Par-
dubské, Anna Slobodové, Ondrej Sykora, Imrich Vrto, Juraj Waczulik, and Avi
Wigderson. Special thanks go to Martin Dietzfelbinger and Georg Schnitger for
an intensive research cooperation, which during the work on the book led to the
solutions of some open problems enabling to present a complete picture of some
research directions on communication complexity in this book. I would like to
thank Sebastian Seibert for carefully reading of the whole manuscript. I am
indebted to Heidi Luca-Gottschalk, Oliver Matz, Walter Unger, and Thomas
Wilke for the help with LaTeX and to Marion Kiipper and Gerti Rosenfeld for
typing some parts of the manuscript.

My deepest thanks go to Tanja, not only for carefully typing of several parts
of this book.

Kiel, January 1997 Juraj Hromkovi¢
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1. Introduction

1.1 Motivation and Aims

Parallel data processing has become a reality. Large numbers of processors (com-
puters) cooperating to compute a given task have brought an essential speed-up
of classical sequential computations. Many computing problems requiring too
much time to be solved in real time by sequential machines can be computed in
parallel very quickly. Because there are many computing tasks requiring a real-
time solution in industry, the investigation of parallel computing is becoming
one of the central parts of theoretical computer science and computer engineer-
ing. In the theory the study ranges from the study of abstract parallel computing
models (complexity measures) and limits to parallel computations (classifica-
tion of computing problems in two classes: problems that allow quick parallel
solution by using a realistic number of processors and problems for which no
efficient parallel algorithm exists) to the development of parallel programming
languages, communication algorithms for different parallel architectures, and
automatic design of VLSI circuits.

This book is devoted to the abstract theory of parallel complexity measures,
where one tries to measure the computational difficulty of a computing problem
as an inherent property of the problem. We are mainly interested in proving
some lower bounds that say what computer resources (time, hardware, memory
size) are necessary to compute the given task (problem). The lower bound proofs
are usually connected with a detailed analysis of the given computing problems
and so they provide knowledge about the nature of the problem. Besides the
classification of the computational difficulty of the computing problems the
proved lower bounds may be usefull in searching for efficient algorithms for the
problem as well as for proving the optimality of algorithms that are already
designed.

This book concentrates on only one complexity measure — communication
complexity of two-party protocols. Informally, a two-party protocol (shortly, pro-
tocol) is a computing model consisting of two abstract computers C; and Cyy
with unlimited power. In this book we call C; the first (left) computer and Cy;
the second (right) computer (see Figure 1.1).

At the beginning one considers that an input w is divided in a balanced
way between Cy and Cj; (for instance, Cy has the first half of the input w and
C1r obtains the second half of w). The aim is to compute the output for the
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communication

C[ C'Il

the first (left) computer the second (right) computer

Fig. 1.1. The model of two-party communication protocols

given input w. To achieve this aim C; and Cj; are allowed to communicate
by exchanging some binary messages. The communication complexity of the
computation on w is the sum of the lengths of all messages exchanged between
C; and Cj;. The communication complexity of a protocol computing a finite
problem is the maximum of the communication complexities aver all inputs of
the problem. o

Some natural questions arise: Why write a book about one complexity mea-
sure only? Why study a simple model, where the parallelism is restricted to two
computers only? The reason is that this communication complexity is useful for
parallel computing in a similar way as Kolmogorov complexity has been shown
to be useful for the study of sequential computations. The communication com-
plexity measure is so close to a lot of realistic parallel (and even sequential)
complexity measures that it can be used as method for proving lower bounds
on the complexity measures of fundamental computing models like VLSI cir-
cuits, combinatorial circuits, interconnection networks, Turing machines, etc.
Moreover, it enables one to achieve new results in the principal topic of theoret-
ical computer science dealing with the comparison of the computational power
of deterministic, nondeterministic, and probalistic computations.

The main aim of this book is to provide an overview of the study of com-
munication complexity and its application to parallel computing. The book is
written for students as an introduction to this topic as well as for use by re-
searchers interested in working in this area. For these reasons the book includes
a lot of exercises of varying difficulty as well as the formulations of research
(open) problems of interest. '

More precisely, the central aims of the book are the following.

(i) To fix the formalism in the definition of two-party protocols (note that a
few distinct formalisms have been considered so far in the literature) and
to define several versions of communication complexity depending on the
partitions of the input, because different applications require consideration
of different sets of input partitions.

(ii) To give an overview of the basic theoretical properties of the communica-
tion complexity measure.
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(iii) To give.an overview of the methods for proving lower bounds on the com-
munication complexity of concrete computing problems. This part is of
most interest because the lower bounds on the communication complexity
of concrete problems are applied to get lower bounds on the complexity
measures of realistic models of parallel computations.

(iv) To give an overview of the main results concerning nondeterministic and
probabilistic protocols and their communication complexity. For commu-
nication complexity one can establish results that people try but fail to
establish for time complexity of sequential computations. For instance,
nondeterminism and Monte Carlo probabilism can be much more power-
ful than determinism for two-party protocols, but deterministic commu-
nication complexity is polynomially related to Las Vegas communication
complexity. :

(v) To give an overview of the use of communication complexity for prov-
ing lower bounds on different complexity measures of distinct computing
models. The main emphasis is placed on the relation between communi-
cation -complexity and area-time complexity measures of distinct circuit
models.

Recently, a lot of results about communication complexity have appeared
in the literature. We are not able to present all of them. The ones chosen for
presentation in this book are explained very carefully and their proofs usually
contain more details than their counterparts in the journal or proceedings pub-
lications. Some of the results from the literature are formulated in the exercises
or mentioned in the bibliographical remarks only. Because the central idea of
the book is to give methods for proving lower bounds on parallel complex-
ity measures by applying communication complexity, the overviews connected
with the aims (iii) and (v) above are more exhaustive than the other ones. The
book does not contain any result connected with relativized communication
complexity classes and oracles, whose study represents a research direction in
communication complexity theory too.

Proving non-trivial lower bounds on the complexity of concrete computing
problems and especially the development of mathematical proof methods en-
abling one to achieve them is probably one of the few central topics of recent
theoretical computer science. The reason why we are not able to solve the P
versus NP question, which is perhaps the single most important problem of
theoretical computer science, is the lack of powerful lower bounds methods in
complexity theory. The two-party communication protocol model has enabled us
to prove a sequence of important lower bounds and so to contribute essentially
to complexity theory. This model provides several lower bound techniques based
on information theoretic arguments and is elegant in use. There already exists
non-trivial mathematical machinery to handle the communication complexity
of concrete problems. From these reasons we hope that the approach based on

- communication protocols will be instrumental in solving further important open



