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PREFACE

The Fifth Edition of College Algebra retains the conservative approach
of the previous editions. Chapters 2, 3, and 4 contain the essential
material of intermediate algebra and may be studied intensively or
merely surveyed as the needs of the class require. Chapters 5 through 17
constitute a solid foundation for further study of mathematics, especially
calculus. This edition has been designed to offer a variety of flexible
teaching and study programs. A few of the new features are listed below.

1 Basic rules of algebra and important formulas have been placed in-
side the front cover.

2 Review exercises have been extended to include “complete-the-
formula” exercises. Answers for all odd-numbered exercises are
provided. Detailed solutions are given at appropriate points.

3 The axioms have been modified to simplify the development of the
field properties, and less emphasis is placed on set theory.

4 The treatment of relations and functions has been redone, and
rational functions and asymptotes are discussed.

5 The chapter on linear equations has been expanded.

6 The presentation of complex numbers has been reworked for greater
clarity, and an appendix is provided for those who wish to do a rig-
orous development. There is no use of trigonometry.

Meticulous care has been taken to find and correct errors in the text,
the exercises, and answers to exercises.

Special thanks go to the following individuals who read the manu-
script and offered valuable suggestions: George Anderson, Central
Piedmont Community College; Ray Bennett, Grand Rapids Junior Col-
lege: William Coppage, Wright State University; Jack Felts, Odessa
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College; Annelle Fowler, Tyler Junior College; Joseph Hansen, North-
eastern University; Paul Klein, Boston State College; Bill Pearce, Kil-
gore College; James T. Sims, Chipola Junior College; Guy Vuotto,
Montgomery County Community College; Robert Woodside, East
Carolina University; and Charles Ziegenfus, James Madison University.

We are especially grateful to Frances Wilson for preparation of the
manuscript, to Nancy Clark for her careful editing, to Julie Kranhold for
coordinating the production, and to Craig Barth and all of the staff of
Brooks/Cole.

Gordon Fuller
Walter L. Wilson

Henry C. Miller




CONTENTS

1 THE REAL NUMBERS

INTRODUCTION 1

A DEDUCTIVE SYSTEM 3

FIELD AXIOMSFOR THE REAL NUMBERS 4
THEOREMS BASED ON THE FIELD AXIOMS 8
RATIONAL AND IRRATIONAL NUMBERS 14
THE REAL NUMBER LINE 17

REVIEW EXERCISES 20

[ S S S e —
D UL B WM -

2 OPERATIONS ON ALGEBRAIC EXPRESSIONS 23

DEFINITIONS 23

ADDITION AND SUBTRACTION 26
MULTIPLICATION 32

DIVISION 34

SPECIAL PRODUCTS 38

REVIEW EXERCISES 41

B N NN DN
U b W N~

3 FACTORING AND OPERATIONS ON FRACTIONS 43

3+1  SIMPLE TYPES OF FACTORING 44
3-2  TRINOMIALS WITH DISTINCT FACTORS 45
3-3 FACTORING BY GROUPING 47

vii



il

CONTENTS

ALGEBRAIC FRACTIONS 49
REDUCTION TO LOWEST TERMS 50

MULTIPLICATION AND DIVISION
OF FRACTIONS 52

ADDITION OF FRACTIONS 54

3-8 COMPLEX FRACTIONS 57
REVIEW EXERCISES 60
4 EXPONENTS AND RADICALS 63
4-1 LAWS OF EXPONENTS 63
4-2  ZERO AND NEGATIVE INTEGRAL EXPONENTS 64
4-3 FRACTIONAL EXPONENTS 67
4-4 LAWS OF RADICALS 70
4-5 ADDITION AND SUBTRACTION OF RADICALS 73
4-6  MULTIPLICATION AND DIVISION
OF RADICALS 74
REVIEW EXERCISES 77
5 RELATIONS AND FUNCTIONS 79
5-1 RECTANGULAR COORDINATES 79
5-2  RELATIONS AND FUNCTIONS 81
5:3  GRAPHS OF RELATIONS AND FUNCTIONS 87
5-4 THE DISTANCE FORMULA AND THE CIRCLE 94
REVIEW EXERCISES 98
6 LINEAR EQUATIONS 929
6-1 CONDITIONAL EQUATIONS AND IDENTITIES 99
6-2  OPERATIONS ON EQUATIONS 100
6:3 LINEAR EQUATIONS IN ONE VARIABLE 102
6-4 WORD PROBLEMS 105
6-5 LINEAR EQUATIONS IN TWO VARIABLES 109
6:6  SOLUTION BY ALGEBRAIC METHODS 117
6-7 LINEAR EQUATIONS IN THREE VARIABLES 119
6-8 WORD PROBLEMS LEADING TO SYSTEMS
OF EQUATIONS 122
6-9  RATIO AND PROPORTION 125

e

T i S ot s



6 -

10

CONTENTS

VARIATION 130
REVIEW EXERCISES 135

7 QUADRATIC EQUATIONS

8

9

7 -

1

7-2

-1 ~1

SN EPN SRS N SRS I |
L W W

W

COMPLEX NUMBERS 137

SOLUTION OF QUADRATIC EQUATIONS BY
FACTORING 140

SOLUTION BY FORMULA 142

WORD PROBLEMS INVOLVING QUADRATIC
EQUATIONS 144

EQUATIONS IN QUADRATIC FORM 147
EQUATIONS CONTAINING RADICALS 149
NATURE OF THE ROOTS 151

SUM AND PRODUCT OF THE ROOTS 152
QUADRATIC FUNCTIONS 155

MAXIMUM AND MINIMUM VALUES 157
REVIEW EXERCISES 160

SYSTEMS INVOLVING QUADRATIC EQUATIONS

8-

1

THE GRAPH OF A QUADRATIC EQUATION
INXANDy 163

SOLUTION OF A QUADRATIC SYSTEM

BY GRAPHING 167

8-3 SOLUTION BY ALGEBRAIC METHODS 169

8-4  WORD PROBLEMS INVOLVING QUADRATIC
SYSTEMS 173
REVIEW EXERCISES 175

INEQUALITIES

9.1 THE ORDER AXIOMS 177

9-2  SOLUTIONS OF INEQUALITIES 181

9-3  ABSOLUTE INEQUALITIES 184

9-4  SYSTEMS OF INEQUALITIES 185

9-5 REGIONAL SOLUTION SETS 188

9-6 THE COMPLETENESS PROPERTY 191

REVIEW EXERCISES 192

ix

137

163

177




X

CONTENTS

1 o PROGRESSIONS

10 -
10 -
10 -
10 -
10 -

U W WD -

SEQUENCES 195

ARITHMETIC PROGRESSIONS 196
GEOMETRIC PROGRESSIONS 201

INFINITE GEOMETRIC PROGRESSIONS 205
HARMONIC PROGRESSIONS 206

REVIEW EXERCISES 208

1 1 THE BINOMIAL THEOREM AND MATHEMATICAL

INDUCTION
11-1 FACTORIAL NOTATION 209
11-2  THE BINOMIAL EXPANSION 211
11-3  THE rTH TERM OF THE BINOMIAL FORMULA
11-4 THE BINOMIAL SERIES 215
11-5 MATHEMATICAL INDUCTION 216
I1-6  PROOF OF THE BINOMIAL THEOREM BY

MATHEMATICAL INDUCTION 219
REVIEW EXERCISES 221

1 2 PERMUTATIONS, COMBINATIONS, AND
PROBABILITY

12

12
12

12 -
12 -
12 -

12-
12-

1

-2
-3

FUNDAMENTAL PRINCIPLE 223
PERMUTATIONS 226

PERMUTATIONS OF THINGS NOT ALL
DIFFERENT 228

COMBINATIONS 231
PROBABILITY 235

195

209

212

223

PROBABILITIES OF THE UNION AND INTERSECTION

OF EVENTS 239
PROBABILITIES IN REPEATED TRIALS 244

PROOF OF THE BINOMIAL THEOREM BY USING
COMBINATIONS 245

REVIEW EXERCISES 246



CONTENTS  «xi

1 3 THEORY OF EQUATIONS 249

13-

13-
13-
13-
13-
13-
13-
13-

1

X~ DU W

THE REMAINDER THEOREM AND THE

FACTOR THEOREM 249

SYNTHETIC DIVISION 252

THEOREMS CONCERNING ROOTS 255
DESCARTES’ RULE OF SIGNS 259

UPPER AND LOWER BOUNDS FOR THE ROOTS 260
THE GRAPH OF A POLYNOMIAL FUNCTION 262
RATIONAL ROOTS 264

A METHOD OF APPROXIMATING ROOTS 266
REVIEW EXERCISES 270

1 4 COMPLEX NUMBERS 273

14 -
14 -
14 -

14

1
2
3

-4

THE FIELD OF COMPLEX NUMBERS 273
SQUARE ROOTS OF COMPLEX NUMBERS 276

SOLVING EQUATIONS WITH
COMPLEX NUMBERS 278

GRAPHICAL REPRESENTATION OF COMPLEX
NUMBERS 280

REVIEW EXERCISES 281

1 5 MATRICES AND DETERMINANTS 283

15 -
15-

15-
15 -
15-
15-
15-
15-

15 -
15 -

1

o

S U W

10

MATRICES AND LINEAR EQUATIONS 283

DETERMINANTS OF ORDERS TWO
AND THREE 287

DETERMINANTS OF ORDERn 289
PROPERTIES OF DETERMINANTS 291
EXPANSION BY COFACTORS 296

SOLUTION OF SYSTEMS OF LINEAR EQUATIONS
BY DETERMINANTS 301

LINEAR SYSTEMS WITH MORE EQUATIONS
THAN VARIABLES 305

SYSTEMS OF HOMOGENEOUS LINEAR
EQUATIONS 307

ALGEBRA OF MATRICES 309
THE INVERSE OF A SQUARE MATRIX 312
REVIEW EXERCISES 317



xii

CONTENTS

16

17

INVERSE, EXPONENTIAL, AND LOGARITHMIC

FUNCTIONS
16 -1 INVERSE OF A FUNCTION 319
16-2 THE EXPONENTIAL FUNCTION 323
163 THE LOGARITHMIC FUNCTION 325
16 -4  PROPERTIES OF LOGARITHMS 329
16-5 COMMON LOGARITHMS 331
16:6 THE CHARACTERISTIC AND MANTISSA
16 -7  TABLES OF LOGARITHMS 335
16-8 INTERPOLATION 338
169  LOGARITHMS USED IN COMPUTATIONS

16 -

—
o

16 -

p—
[—

1612

EXPONENTIAL AND LOGARITHMIC
EQUATIONS 342

LOGARITHMS OF A NUMBER TO
DIFFERENT BASES 345

COMPOUND INTEREST 346
REVIEW EXERCISES 348

PARTIAL FRACTIONS

17 -
17 -
17 -
17 -
17 -

Tt s W N

RESOLUTION OF FRACTIONS 349
DISTINCT LINEAR FACTORS 351
REPEATED LINEAR FACTORS 352
DISTINCT QUADRATIC FACTORS 354
REPEATED QUADRATIC FACTORS 356
REVIEW EXERCISES 358

APPENDIXES

0O w»

ANSWERS TO ODD-NUMBERED EXERCISES

INDEX

SYMBOLS 359
AXIOMS 362

332

340

FORMULAS, EQUATIONS, LAWS, PROPERTIES
THE FIELD OF COMPLEX NUMBERS 370

319

349

363

374

407



CHAPTER

THE REAL NUMBERS

INTRODUCTION

This first chapter presents a rather formal development of certain rules
of algebra. The next three chapters contain less formal developments.
For easy reference, some of these rules are listed on the inside front
cover of this text. You must be sufficiently familiar with these rules to use
them, in various contexts, as tools for manipulating symbols that denote
numbers. To help you learn these rules, a list of “complete the formulas”
questions is provided at the end of the review exercises for each of the
first four chapters.

The remainder of this section contains some remarks about sets.
The concept of set is basic in the study of mathematics. We will make use
of the following language of sets at certain points in the course.

A set is determined by its elements, that is, the objects that belong
to it. To define a set we may list its elements or we may use a prose sen-
tence, or notation for this prose sentence, which prescribes the elements
of the set. For example, if A is the set of months of the year having thirty-
one days (prose description), we may write

A = {January, March, May, July, August, October, December}
A = {x|x is a month of the year having thirty-one days}

This last form is called set-builder notation. It is read: “A equals the set
of all x such that x is a month of the year having thirty-one days.” Jan-
uary is an element of A, and we write January € A.

Some elementary properties of sets are described in the following
definitions.




2 CHAPTER 1 THE REAL NUMBERS

DEFINITION 1- 1

DEFINITION 1- 2

DEFINITION 1- 3

DEFINITION 1 4

DEFINITION 1-5

DEFINITION 1- 6

DEFINITION 1-7

Two sets A and B are said to be equal, written A = B, if each ele-
ment of set A is an element of set B and each element of set B is an
element of set A.

If each element of a set A is an element of set B, then A is called a
subset of B, written A C B. If A is a subset of B and if B has one or
more elements not belonging to A, then A is a proper subset of B,
written A C B.

—

A set which contains no elements is called the null or empty set,

often denoted by &.

The union of two sets A and B, denoted by A U B, consists of all
elements which belong to A or to B or to both A and B:

AUB={xlr€A o x€B)

, —
The intersection of two sets A and B, written A N B, is the set of all
elements that belong both to A and to B:

ANB={xlx€A and x€ B}

An ordered pair is either®

1 A set with two distinct elements one of which is designated as
first and the other as second, or

2 A set with one element which is designated as being both first
and second

Ineither case, if x is first and y is second, the ordered pair is denoted
by (x,y). In the second case we have y = x.

If X and Y are sets, the set of all ordered pairs (x, y) suchthatx € X
and y € Y is called the cartesian product, or product set,of Xand Y;

XxY={x,y)lx€eX and yeY}

*For a more sophisticated definition of ordered pair, see P. R. Halmos, Naive Set

Theory, D. Van Nostrand, 1961.
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1-2 A DEDUCTIVE SYSTEM

Recall from high school plane geometry that a theorem consists of a
hypothesis and a conclusion, and that the proof of the theorem is accom-
plished by a process of logical reasoning which shows that the conclu-
sion is a consequence of the hypothesis. Among the theorems which are
established by such a process, there must be a first theorem. The proof
of the first theorem clearly cannot rest on other theorems; the proof must
involve an unproved statement or statements. The unproved statements
are called axioms or postulates; these are assumed to be true.

There are also numerous definitions of terms in plane geometry.
The first of a succession of definitions must describe a term in words
whose meanings are assumed to be known. Such words are called unde-
fined terms. The words “point” and “line,” for example, are classed as
undefined terms.

The undefined terms and axioms form the basis (starting point) or
foundation for proving theorems. With the proof of each theorem the
basis for proving other theorems is enlarged.

Algebra, like geometry and many other areas of mathematics which
stem from the undefined terms and axioms, is a deductive, or axiomatic,
system. In this chapter we will introduce and study the set of axioms and
undefined terms upon which algebra is based. We will consider a set of
undefined elements called real numbers and indicate the set by R. Even
though real numbers are not defined, we will gain an intuitive under-
standing of their nature by studying some of their properties.

The set of integers is an infinite subset of the system of real nuu-
bers R. Such numbers as V3, ¥/7, g, and 2.74 are also part of the system i
of real numbers.

The set of real numbers has two basic undefined operations called
addition and multiplication. The symbol + denotes the operation of
addition and the symbols - and X denote multiplication. Thus, if @ and
b stand for two real numbers, we write a + b for addition and a - b,
a X b, or just ab to indicate multiplication. The result of addition is
called the sum; the result of multiplication is called the product.

Later we shall discuss numbers that are different from real numbers.
In the meantime, for brevity, we use the word number to mean real
number (not necessarily an integer!).

The equals sign in the number system denotes the relation of equal-
ity. Thus @ = b means that @ and b are symbols for the same number. For
example, we may write VI = 6 andg = 1.5. A statement such as a = b is
called an equation. There are five axioms which characterize this equal-
ity relation.

AXIOME -1 [ Reflexive property. For any a € R, a = a. 7
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AXIOME-2

AXIOME-3

AXIOME-4

AXIOME-5

Symmetric property. For any a, b € R, ifa= Db, then b = a.

Transitive property. For any a, b, ¢ € R, if a=b and b = ¢, then
a=c.

{ Addition property. For any a, b, ¢, d € R, if a = b and ¢ = d, then
a+c=b+d

and since d = c,

atc=b+c

Multiplication property. For any a, b, ¢, d € R, ifa=band c=d,
then

ac=bd
and since d = ¢,
ac = bc

The last three properties are sometimes described, respectively, by the
following statements:

1 Quantities equal to the same quantity are equal to each other.
2 1If equals are added to equals, the sums are equal.
3 If equals are multiplied by equals, the products are equal.

FIELD AXIOMS FOR THE REAL NUMBERS

AXIOM 1

We shall now introduce six axioms, called axioms of a field, for the real
numbers R. In Chapter 9 additional axioms will be stated to complete
our study of real numbers. The grouping symbols ( ) and [ ] in this dis-
cussion indicate that the enclosed numbers are to be considered as a
single quantity; that is, we agree that (a) = [a] =a.

The closure law. For any a, b € R,
a+beR and a-b€eR

This axiom simply states that the operations of addition and multiplica-
tion on two numbers which belong to R yield numbers which also belong




AXIOM 2

AXIOM 3

AXIOM 4
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to R. That is, the sum a + b and the product a - b are real numbers. Hence
the set R is said to be closed under these operations.

The commutative law. For any a, b € R,

a+b=b+a and a-b=b-a

The commutative law tells us that the sum or product of two numbers
does not depend on the order in which the addition or multiplication is
performed. Thus 3+ 7=7+3and 3-7=7-3.

The sum and the product of two real numbers are each unique. That
is, the two numbers have only one sum and only one product. To show
that the sum is unique, suppose that ¢ is the sum of a and b and that
another number d is also the sum. Then we can write

at+tb=c and d=a+b

and it follows from Axiom E - 3 that the supposed sum d must equal c.

The associative law. For any a, b, ¢ € R,

(@a+b)+c=a+ (b+o¢) and (ab)c = a(bc)

The associative law tells us that the sum, and also the product, of any
three real numbers is independent of the way in which the numbers are
grouped for these operations. In fact, Axioms 1 to 3 permit us to add or
multiply any number of real numbers in any chosen order. Hence we
can interpret a + b + ctomean (a+b) +cora+ (b+c¢), and abc to mean
(ab)c or a(bc). So we have at once two ways of representing the sum
and the product of three real numbers. For example, we may write

3+4+5=B8+4)+5=3+(4+5) =12
3-4-5=(3-4)5=3-(4-5)=60

The distributive law. For any a, b, ¢ € R,
a(b+c)=ab+ac and (b+cda=ba+ca

The distributive law, in each form, states that a particular product is
equal to a sum and, conversely, the sum is equal to a product. This is true
since equality is symmetric (Axiom E - 2). A consequence of Axiom 4 is




6

CHAPTER 1 THE REAL NUMBERS

AXIOM 5

AXIOM 6

EXAMPLE 1

the fact that the product of a number and the sum of three or more num-
bers is equal to the sum of the products of the first number by each of
the numbers forming the sum. Thus, for the sum of three numbers,

we have

alb+c+d]=a[b+ (c+d)] Axiom 3
=ab+alc+d) Axiom 4
=ab + (ac + ad) Axiom 4
=ab+ac+ ad Axiom 3

Similarly, (b + ¢+ d)a =ba + ca + da.

The identity elements. There exists exactly one® real number,
called “zero” and denoted by 0, such that for any a € R

a+0=aq and O+a=a

There exists exactly one real number, called “one” and denoted
by 1, such that for any a € R

a'l=a and la=a

The number 0 is called the identity element for addition, and the num-
ber 1 is called the identity element for multiplication.

The inverse elements. For each a € R, there exists exactly one® real
number, denoted by —a, such that

a+(—a)=0 and (—a)+a=0

For each nonzero number a € R, there exists exactly one real num-
ber, denoted by 1/a, such that
1

a-—-=1 and
a

ra=1

Q|

The number —a is called the additive inverse of a, the negative of a, or
minus a. The number 1/a is called the multiplicative inverse of a or the
reciprocal of a.

Show that (a + b) + (—a) =b.

*Actually, it is necessary to assume only existence. Uniqueness can be proved.




