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CHAPTER 1

What Is Operations Research?

Chapter Guide. The first formal activities of Operations Research (OR) were initiated
in England during World War II, when a team of British scientists set out to make sci-
entifically based decisions regarding the best utilization of war materiel. After the war,
the ideas advanced in military operations were adapted to improve efficiency and pro-
ductivity in the civilian sector.

This chapter will familiarize you with the basic terminology of operations re-
search, including mathematical modeling, feasible solutions, optimization, and iterative
computations. You will learn that defining the problem correctly is the most important
(and most difficult) phase of practicing OR. The chapter also emphasizes that, while
mathematical modeling is a cornerstone of OR, intangible (unquantifiable) factors
(such as human behavior) must be accounted for in the final decision. As you proceed
through the book, you will be presented with a variety of applications through solved
examples and chapter problems. In particular, Chapter 24 (on the CD) is entirely de-
voted to the presentation of fully developed case analyses. Chapter materials are cross-
referenced with the cases to provide an appreciation of the use of OR in practice.

1.1 OPERATIONS RESEARCH MODELS

Imagine that you have a 5-week business commitment between Fayetteville (FYV)
and Denver (DEN). You fly out of Fayetteville on Mondays and return on Wednes-
days. A regular round-trip ticket costs $400, but a 20% discount is granted if the dates
of the ticket span a weekend. A one-way ticket in either direction costs 75% of the reg-
ular price. How should you buy the tickets for the 5-week period?

We can look at the situation as a decision-making problem whose solution re-
quires answering three questions:

1. What are the decision alternatives?
2. Under what restrictions is the decision made?
3. What is an appropriate objective criterion for evaluating the alternatives?
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Three alternatives are considered:

1. Buy five regular FYV-DEN-FYYV for departure on Monday and return on Wednes-
day of the same week.

2. Buy one FYV-DEN, four DEN-FYV-DEN that span weekends, and one DEN-
FYV.

3. Buy one FYV-DEN-FYV to cover Monday of the first week and Wednesday of
the last week and four DEN-FYV-DEN to cover the remaining legs. All tickets in
this alternative span at least one weekend.

The restriction on these options is that you should be able to leave FYV on Monday
and return on Wednesday of the same week.

An obvious objective criterion for evaluating the proposed alternative is the
price of the tickets. The alternative that yields the smallest cost is the best. Specifically,
we have

Alternative 1 cost = 5 X 400 = $2000
Alternative 2 cost = .75 X 400 + 4 X (.8 X 400) + .75 X 400 = $1880
Alternative 3 cost = 5 X (.8 X 400) = $1600

Thus, you should choose alternative 3.

Though the preceding example illustrates the three main components of an OR
model—alternatives, objective criterion, and constraints—situations differ in the de-
tails of how each component is developed and constructed. To illustrate this point, con-
sider forming a maximum-area rectangle out of a piece of wire of length L inches. What
should be the width and height of the rectangle?

In contrast with the tickets example, the number of alternatives in the present ex-
ample is not finite; namely, the width and height of the rectangle can assume an infinite
number of values. To formalize this observation, the alternatives of the problem are
identified by defining the width and height as continuous (algebraic) variables.

Let

w = width of the rectangle in inches
h = height of the rectangle in inches
Based on these definitions, the restrictions of the situation can be expressed verbally as

1. Width of rectangle + Height of rectangle = Half the length of the wire
2. Width and height cannot be negative

These restrictions are translated algebraically as

1L 2(w+h)=L
2. w=0,h=0



