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Preface by Halliday

Foreign Language Teaching & Research Press is to be congratulated on
its initiative in making these publications in linguistics available to foreign
language teachers and postgraduate students of linguistics in China.

The books are a representative selection of up-to-date writings on the
most important branches of linguistic studies, by scholars who are recognized
as leading authorities in their -fields.

The availability of such a broad range of materials in linguistics will
greatly help individual teachers and students to build up their own knowledge
and understanding of the subject. At the same time, it will also contribute to
the development of linguistics as a discipline in Chinese universities and
colleges, helping to overcome the divisions into “English linguistics 7,
“Chinese linguistics” and so on which hinder the progress of linguistics as a
unified science.

The series is to be highly commended for what it offers to all those
wanting to gain insight into the nature of language, whether from a
theoretical point of view or in application to their professional activities as
language teachers. It is being launched at a time when there are increasing
opportunities in China for pursuing linguistic studies, and I am confident that
it will succeed in meeting these new requirements.

M. A.K. Halliday
Emeritus Professor
University of Sydney
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Preface by Chomsky

It is about half a century since the study of language undertook a rather
new course, while renewing some traditional concerns that had long been
neglected. The central change was a shift of attention from behavior and the
products of behavior (texts, corpora, etc.) to the internal mechanisms that
enter into behavior. This was part of a general shift of perspective in
psychology towards what became known as “cognitive science,” and was in
fact a significant factor in contributing to this development.

With this departure from prevailing structuralist and behaviorist
approaches, the object of inquiry becomes a property of individual persons,
my granddaughters for example. We ask what special properties they have
that underlie an obvious but nonetheless remarkable fact. Exposed to a world
of “buzzing, booming confusion” (in William James’s classic phrase), each
instantly identified some intricate subpart of it as linguistic, and reflexively,
without awareness or instruction ( which would be useless in any event),
performed analytic operations that led to knowledge of some specific linguistic
system, in one case, a variety of what is called informally “English,” in
another a variety of “Spanish.” It could just as easily been one of the Chinese
languages, or an aboriginal language of Australia, or some other human
language. Exposed to the same environment, their pet cats (or chimpanzees,
etc. ) would not even take the first step of identifying the relevant category of
phenomena, just as humans do not identify what a bee perceives as the
waggle dance that communicates the distance and orientation of a source of
honey.

All organisms have special subsystems that lead them to deal with their
environment in specific ways. Some of these subsystems are called “mental”
or “cognitive,” informal designations that need not be made precise, just as
there is no need to determine exactly where chemistry ends and biology
begins. The development of cognitive systems, like others, is influenced by
the environment, but the general course is genetically determined. Changes
of nutrition, for example, can have a dramatic effect on development, but
will not change a human embryo to a bee or a mouse, and the same holds for
cognitive development. The evidence is strong that among the human
cognitive systems is a “faculty of language” (FL), to borrow a traditional
term: some subsystem of (mostly) the brain. The evidence is also
overwhelming that apart from severe pathology, FL is close to uniform for
humans: it is a genuine species property. The “initial state” of FL is
determined by the common human genetic endowment. Exposed to
experience, FL passes through a series of states, normally reaching a
relatively stable state at about puberty, after which changes are peripheral :

growth of vocabulary, primarily.
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As far as we know, every aspect of language — sound, structure,
meanings of words and more complex expressions — is narrowly restricted by
the properties of the initial state; these same restrictions underlie and account
for the extraordinary richness and flexibility of the systems that emerge. It is
a virtual truism that scope and limits are intimately related. The biological
endowment that allows an embryo to become a mouse, with only the most
meager environmental “information,” prevents it from becoming a fly or a
monkey. The same must be true of human higher mental faculties, assuming
that humans are part of the biological world, not angels.

We can think of the states attained by FL, including the stable states,
as “languages”: in more technical terminology, we may call them
“internalized languages” (I-languages). Having an I-language, a person is
equipped to engage in the “creative use of language” that has traditionally
been considered a primary indication of possession of mind; by Descartes and
his followers, to cite the most famous case. The person can produce new
expressions over an unbounded range, expressions that are appropriate to
circumstances and situations but not caused by them, and that evoke
thoughts in others that they might have expressed in similar ways. The
nature of these abilities remains as obscure and puzzling to us as it was to the
Cartesians, but with the shift of perspective to “internalist linguistics,” a
great deal has been learned about the cognitive structures and operations that
enter into these remarkable capacities.

Though the observation does not bear directly on the study of human
language, it is nevertheless of interest that FL appears to be biologically
isolated in critical respects, hence a species property in a stronger sense than
just being a common human possession. To mention only the most obvious
respect, an I-language is a system of discrete infinity, a generative process
that yields an unbounded range of expressions, each with a definite sound and
meaning. Systems of discrete infinity are rare in the biological world and
unknown in non-human communication systems. When we look beyond the
most elementary properties of human language, its apparently unique features
become even more pronounced. In fundamental respects human language does
not fall within the standard typologies of animal communication systems, and
there is little reason to speculate that it evolved from them, or even that it
should be regarded as having the “primary function” of communication (a
rather obscure notion at best ). Language can surely be used for
communication, as can anything people do, but it is not unreasonable to
adopt the traditional view that language is primarily an instrument for
expression of thought, to others or to oneself; statistically speaking, use of
language is overwhelmingly internal, as can easily be determined by
introspection.

Viewed in the internalist perspective, the study of language is part of
biology, taking its place alongside the study of the visual system, the “dance
faculty” and navigational capacities of bees, the circulatory and digestive
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systems, and other properties of organisms. Such systems can be studied at
various levels. In the case of cognitive systems, these are sometimes called
the “psychological” and “physiological” levels — again, terms of convenience
only. A bee scientist may try to determine and characterize the computations
carried out by the bee’s nervous system when it transmits or receives
information about a distant flower, or when it finds its way back to the nest:
that is the level of “psychological” analysis, in conventional terminology. Or
one may try to find the neural basis for these computational capacities, a topic
about which very little is known even for the simplest organisms: the level of
“physiological” analysis. These are mutually supportive enterprises. What is
learned at the “psychological level” commonly provides guidelines for the
inquiry into neural mechanisms; and reciprocally, insights into neural
mechanisms can inform the psychological inquiries that seek to reveal the
properties of the organism in different terms.

In a similar way, the study of chemical reactions and properties, and of
the structured entities postulated to account for them, provided guidelines for
fundamental physics, and helped prepare the way for the eventual unification
of the disciplines. 75 years ago, Bertrand Russell, who knew the sciences
well, observed that “chemical laws cannot at present be reduced to physical
laws. ” His statement was correct, but as it turned out, misleading; they
could not be reduced to physical laws in principle, as physics was then
understood. Unification did come about a few years later, but only after the
quantum theoretic revolution had provided a radically changed physics that
could be unified with a virtually unchanged chemistry. That is by no means
an unusual episode in the history of science. We have no idea what the
outcome may be of today’s efforts to unify the psychological and physiological
levels of scientific inquiry into cognitive capacities of organisms, human
language included.

It is useful to bear in mind some important lessons of the recent
unification of chemistry and physics, remembering that this is core hard
science, dealing with the simplest and most elementary structures of the
world, not studies at the outer reaches of understanding that deal with
entities of extraordinary complexity. Prior to unification, it was common for
leading scientists to regard the principles and postulated entities of chemistry
as mere calculating devices, useful for predicting phenomena but lacking some
mysterious property called “physical reality.” A century ago, atoms and
molecules were regarded the same way by distinguished scientists. People
believe in the molecular theory of gases only because they are familiar with
the game of billiards, Poincare observed mockingly. Ludwig Boltzmann died
in despair a century ago, feeling unable to convince his fellow-physicists of
the physical reality of the atomic theory of which he was one of the founders.
It is now understood that all of this was gross error. Boltzmann's atoms,
Kekule's structured organic molecules, and other postulated entities were real
in the only sense of the term we know: they had a crucial place in the best
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explanations of phenomena that the human mind could contrive.

The lessons carry over to the study of cognitive capacities and
structures: theories of insect navigation, or perception of rigid objects in
motion, or I-language, and so on. One seeks the best explanations, looking
forward to eventual unification with accounts that are formulated in different
terms, but without foreknowledge of the form such unification might take,
or even if it is a goal that can be achieved by human intelligence — after all,
a specific biological system, not a universal instrument.

Within this “biolinguistic” perspective, the core problem is the study of
particular I-languages, including the initial state from which they derive. A
thesis that might be entertained is that this inquiry is privileged in that it is
presupposed, if only tacitly, in every other approach to language:
sociolinguistic, comparative, literary, etc. That seems reasonable, in fact
almost inescapable; and a close examination of actual work will show, I
think, that the thesis is adopted even when that is vociferously denied. At
the very least it seems hard to deny a weaker thesis: that the study of
linguistic capacities of persons should find a fundamental place in any serious
investigation of other aspects of language and its use and functions. Just as
human biology is a core part of anthropology, history, the arts, and in fact
any aspect of human life, so the biolinguistic approach belongs to the social
sciences and humanities as well as human biology.

Again adapting traditional terms to a new context, the theory of an I-
language L is sometimes called its “grammar,” and the theory of the initial
state S-0 of FL is called “universal grammar” (UG). The general study is
often called “generative grammar” because a grammar is concerned with the
ways in which L generates an infinite array of expressions. The experience
relevant to the transition from S-0 to L is called “primary linguistic data”
(PLD). A grammar G of the I-language L is said to satisfy the condition of
“descriptive adequacy” to the extent that it is a true theory of L. UG is said
to satisfy the condition of “explanatory adequacy” to the extent that it is a
true theory of the initial state. The terminology was chosen to bring out the
fact that UG can provide a deeper explanation of linguistic phenomena than
G. G offers an account of the phenomena by describing the generative
procedure that yields them; UG seeks to show how this generative
procedure, hence the phenomena it yields, derive from PLD. We may think
of S-0 as a mapping of PLD to L, and of UG as a theory of this operation;
this idealized picture is sometimes said to constitute “the logical problem of
language acquisition.” The study of language use investigates how the
resources of I-language are employed to express thought, to talk about the
world, to communicate information, to establish social relations, and so on.
In principle, this study might seek to investigate the “creative aspect of
language use,” but as noted, that topic seems shrouded in mystery, like
much of the rest of the nature of action.

The biolinguistic turn of the 1950s resurrected many traditional
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