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ANCILLARIES

Preface

Many students in the behavioral sciences view the required statistics course as an intimi-
dating obstacle that has been placed in the middle of an otherwise interesting curriculum.
They want to learn about human behavior—not about math and science. As a result, the
statistics course is seen as irrelevant to their education and career goals. However, as long
as the behavioral sciences are founded in science, knowledge of statistics will be neces-
sary. Statistical procedures provide researchers with objective and systematic methods for
describing and interpreting their research results. Scientific research is the system that we
use to gather information, and statistics are the tools that we use to distill the information
into sensible and justified conclusions. The goal of this book is not only to teach the meth-
ods of statistics, but also to convey the basic principles of objectivity and logic that are
essential for science and valuable for decision making in everyday life.

Those of you who are familiar with previous editions of Essentials of Statistics for
the Behavioral Sciences will notice that some changes have been made. These changes
are summarized in the section entitled “To the Instructor.” In revising this text, our stu-
dents have been foremost in our minds. Over the years, they have provided honest and
useful feedback. Their hard work and perseverance has made our writing and teaching
most rewarding. We sincerely thank them. Students who are using this edition should
please read the section of the preface entitled “To the Student.”

Ancillaries for this edition include the following:

o WebAssign: New to this edition, WebAssign allows instructors to assign addi-
tional homework and study problems to students so they can get even more
practice on the most difficult concepts. Guided problems lead students through
exercises step-by-step and get students back on track when they make a mistake.

e Study Guide: Contains a chapter overview, learning objectives, new terms and
concepts, new formulas, step-by-step procedures for problem solving, study
hints and cautions, a self-test, and review for each chapter. The Study Guide
contains answers for the self-test questions.

 Book Companion Website: Additional, free study resources are available online at
the book companion website. Practice and reinforce statistical concepts using the
Statistics Workshops, chapter quizzes, chapter objectives, interactive flash cards,
Web links, and more! Visit http://www.thomsonedu.com/psychology/gravetter.

Instructor’s Manual with Test Bank: Contains chapter outlines, annotated learn-
ing objectives, lecture suggestions, test items, and solutions to all end-of-chapter
problems in the text. Test items are also available as a Word download or for
ExamView computerized test bank software.

o Transparency CD-ROM: About 90 tables and figures taken directly from the text
are available for instructors in PowerPoint.

o Joinln Student Response System: Turn your classroom into an interactive experi-
ence with JoinIn polls and quizzes that allow students to respond with “clicker”
keypads.

xi
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Those of you familiar with the previous edition of Statistics for the Behavioral Sciences
will notice a number of changes in the sixth edition. A new appendix (Appendix D)
contains a general introduction to the statistics program SPSS®. In addition, at the end
of each chapter for which an SPSS® analysis is feasible, there is a step-by-step set of
instructions describing how to enter data, how to run the analysis, and what to look for
in the output. Also, all end-of-chapter problem sets have been revised.

The following are examples of the specific and noteworthy revisions:

Chapter 1 More emphasis is placed on data structures and their relationship to sta-
tistical techniques and less emphasis on research methodology. Examples have been
added to illustrate the different scales of measurement.

Chapter 3 New text acknowledges that most examples of computing the median are
based on continuous variables and notes that some of the conventions involving the
median can change if a discrete variable is involved.

Chapter 4 Greater emphasis is placed on the definition and concept of variance and
standard deviation rather than the computation. Also, the section on degrees of freedom
for sample variance has been expanded.

Chapter 5 A new section demonstrates and explains examples of z-score problems
other than transforming back and forth between X-scores and z-scores. Also, a new sec-
tion describes how z-scores can be used with sample data, rather than presenting
z-scores exclusively in the context of population distributions.

Chapter 7 Expanded discussion of how the standard deviation and the sample size
combine to determine the value of the standard error. Also, a new figure shows how
standard error is related to sample size.
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Chapter 8 The section on statistical power has been expanded, including a new fig-
ure to illustrate the relationship between sample size and power. Also, a new section
discusses the different factors that influence the outcome of a hypothesis test (the size
of the mean difference, the sample size, and the variability of the scores).

Chapter 9 The section on Cohen’s d has been revised to clarify that we are now using
sample values to obtain an estimate of Cohen’s d (which is defined in terms of popula-
tion parameters). Also a discussion has been added on how sample size and sample
variance influence the hypothesis test.

Chapter 10 A new section discusses the interpretation of the standard error for a
sample mean difference. Also, a new box describes an alternative to using pooled vari-
ance to compute the standard error for the independent-measures ¢ statistic that elimi-
nates the need for the homogeneity of variance assumption.

Chapter 11 A new section discusses order effects and time-related factors that are
potential problems related exclusively to repeated-measures designs.

Chapter 12  The section on the interpretation of a confidence interval has been expanded.

Chapter 13 Increased emphasis is placed on the concepts of analysis of variance
rather than the computations.

Chapter 14 New sections demonstrate measures of effect size for both the repeated-
measures and the two-factor analysis of variance.

Chapter 15 The phi-coefficient has been added as one more example of a special ap-
plication of correlation. Also, the presentation of regression has been expanded to in-
clude a new section on analysis of regression as an alternative method for evaluating
the significance of a relationship.

A primary goal of this book is to make the task of learning statistics as easy and painless
as possible. Among other things, you will notice that the book provides you with a num-
ber of opportunities to practice the techniques you will be learning in the form of learning
checks, examples, demonstrations, and end-of-chapter problems. We encourage you to
take advantage of these opportunities. Read the text rather than just memorize the formu-
las. We have taken care to present each statistical procedure in a conceptual context that
explains why the procedure was developed and when it should be used. If you read this
material and gain an understanding of the basic concepts underlying a statistical formula,
you will find that learning the formula and how to use it will be much easier. In the fol-
lowing section, “Study Hints,” we provide advice that we give our own students. Ask your
instructor for advice as well; we are sure that other instructors will have ideas of their own.

Over the years, the students in our classes and other students using our book have
given us valuable feedback. If you have any suggestions or comments about this book,
you can write to either Professor Frederick Gravetter or Professor Emeritus Larry
Wallnau at the Department of Psychology, SUNY College at Brockport, 350 New
Campus Drive, Brockport, New York 14420. You can also contact Professor Gravetter
directly at fgravett@brockport.edu.

Study Hints You may find some of these tips helpful, as our own students have reported.

« The key to success in a statistics course is to keep up with the material. Each
new topic builds on previous topics. If you have learned the previous material,
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then the new topic is just one small step forward. Without the proper background,
however, the new topic can be a complete mystery. If you find that you are
falling behind, get help immediately.

You will learn (and remember) much more if you study for short periods several
times per week rather than try to condense all of your studying into one long
session. For example, it is far more effective to study half an hour every night
than to have a single 3%—hour study session once a week. We cannot even work
on writing this book without frequent rest breaks.

Do some work before class. Keep a little ahead of the instructor by reading the
appropriate sections before they are presented in class. Although you may not
fully understand what you read, you will have a general idea of the topic, which
will make the lecture easier to follow. Also, you can identify material that is
particularly confusing and then be sure the topic is clarified in class.

Pay attention and think during class. Although this advice seems obvious, often
it is not practiced. Many students spend so much time trying to write down every
example presented or every word spoken by the instructor that they do not actu-
ally understand and process what is being said. Check with your instructor—
there may not be a need to copy every example presented in class, especially if
there are many examples like it in the text, Sometimes, we tell our students to
put their pens and pencils down for a moment and just listen.

Test yourself regularly. Do not wait until the end of the chapter or the end of the
week to check your knowledge. After each lecture, work some of the end-of-
chapter problems, and do the Learning Checks. Review the Demonstration
Problems, and be sure you can define the Key Terms. If you are having trouble,
get your questions answered immediately (reread the section, go to your instruc-
tor, or ask questions in class). By doing so, you will be able to move ahead to
new material.

Do not kid yourself! Avoid denial. Many students observe their instructor solve
problems in class and think to themselves, “This looks easy, I understand it.” Do
you really understand it? Can you really do the problem on your own without
having to leaf through the pages of a chapter? Although there is nothing wrong
with using examples in the text as models for solving problems, you should try
working a problem with your book closed to test your level of mastery.

We realize that many students are embarassed to ask for help. It is our biggest
challenge as instructors. You must find a way to overcome this aversion.
Perhaps contacting the instructor directly would be a good starting point, if ask-
ing questions in class is too anxiety-provoking. You could be pleasantly sur-
prised to find that your instructor does not yell, scold, or bite! Also, your
instructor might know of another student who can offer assistance. Peer tutoring
can be very helpful.

Frederick J Gravetter
Larry B. Wallnau
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