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Preface

In the last few years there have been very significant developments in the theo-
retical understanding of Support Vector Machines (SVMs) as well as algorithmic
strategies for implementing them, and applications of the approach to practical
problems. We believe that the topic has reached the point at which it should
perhaps be viewed as its own subfield of machine learning, a subfield which
promises much in both theoretical insights and practical usefulness. Despite
reacthing this stage of development, we were aware that no organic integrated
introduction to the subject had yet been attempted. Presenting a comprehensive
introduction to SVMSs requires the synthesis of a surprisingly wide range of
material, including dual representations, feature spaces, learning theory, optimi-
sation theory, and algorithmics. Though active research is still being pursued
in all of these areas, there are stable foundations in each that together form
the basis for the SVM concept. By building from those stable foundations, this
book attempts a measured and accessible introduction to the subject of Support
Vector Machines.

The book is intended for machine learning students and practitioners who
want a gentle but rigorous introduction to this new class of learning systems. It
is organised as a textbook that can be used either as a central text for a course
on SVMs, or as an additional text in a neural networks, machine learning,
or pattern recognition class. Despite its organisation as a textbook, we have
kept the presentation self-contained to ensure that it is suitable for the interested
scientific reader not necessarily working directly in machine learning or computer
science. In this way the book should give readers from other scientific disciplines
a practical introduction to Support Vector Machines enabling them to apply the
approach to problems from their own domain. We have attempted to provide
the reader with a route map through the rigorous derivation of the material.
For this reason we have only included proofs or proof sketches where they are
acoessible and where we feel that they enhance the understanding of the main
ideas. Readers who are interested in the detailed proofs of the quoted results are
referred to the original articles.

Exercises are provided at the end of the chapters, as well as pointers to rele-
vant literature and on-line software and articles. Given the potential instability of
on-line material, in some cases the book points to a dedicated website, where the
relevant links will be kept updated, hence ensuring that readers can continue to
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access on-line software and articles. We have always endeavoured to make clear
who is responsible for the material even if the pointer to it is an indirect one.
We hope that authors will not be offended by these occasional indirect pointers
to their work. Each chapter finishes with a section entitled Further Reading and
Advanced Topics, which fulfils two functions. First by moving all the references
into this section we have kept the main text as uncluttered as possible. Again we
ask for the indulgence of those who have contributed to this field when we quote
their work but delay giving a reference until this section. Secondly, the section is
intended to provide a starting point for readers who wish to delve further into
the topics covered in that chapter. The references will also be held and kept up
to date on the website. A further motivation for moving the references out of the
main body of text is the fact that the field has now reached a stage of maturity
which justifies our unified presentation. The two exceptions we have made to
this rule are firstly for theorems which are generally known by the name of
the original author such as Mercer’s theorem, and secondly in Chapter 8 which
describes specific experiments reported in the research literature.

The fundamental principle that guided the writing of the book is that it
should be accessible to students and practitioners who would prefer to avoid
complicated proofs and definitions on their way to using SVMs. We believe that
by developing the material in intuitively appealing but rigorous stages, in fact
SVMs appear as simple and natural systems. Where possible we first introduce
concepts in a simple example, only then showing how they are used in more
complex cases. The book is self-contained, with an appendix providing any
- necessary mathematical tools beyond basic lincar algebra and probability. This
makes it suitable for a very interdisciplinary audience.

Much of the material was presented in five hours of tutorials on SVMs and
large margin generalisation held at the University of California at Santa Cruz
during 1999, and most of the feedback received from these was incorporated into
the book. Part of this book was written while Nello was visiting the University
of California at Santa Cruz, a wonderful place to work thanks to both his hosts
and the environment of the campus. During the writing of the book, Nello made
frequent and long visits to Royal Holloway, University of London. Nello would
like to thank Lynda and her family for hosting him during these visits. Together
with John he would also like to thank Alex Gammerman, the technical and
administrative staff, and academic colleagues of the Department of Computer
Science at Royal Holloway for providing a supportive and relaxed working
environment, allowing them the opportunity to concentrate on the writing.

Many people have contributed to the shape and substance of the book, both
indirectly through discussions and directly through comments on early versions
of the manuscript. We would like to thank Kristin Bennett, Colin Campbell,
Nicolo Cesa-Bianchi, David Haussler, Ralf Herbrich, Ulrich Kockelkorn, John
Platt, Tomaso Poggio, Bernhard Schélkopf, Alex Smola, Chris Watkins, Manfred
Warmuth, Chris Williams, and Bob Williamson.

We would also like to thank David Tranah and Cambridge University Press
for being so supportive and helpful in the processing of the book. Alessio
Cristianini assisted in the establishment of the website. Kostantinos Veropoulos
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helped to create the pictures for Chapter 6 which were generated using his
software package at the University of Bristol. We would like to thank John Platt
for providing the SMO pseudocode included in Appendix A.

Nello would like to thank the EPSRC for supporting his research and Colin
Campbell for being a very understanding and helpful supervisor. John would
like to thank the European Commission for support through the NeuroCOLT2
Working Group, EP27150.

Since the first edition appeared a small number of errors have been
brought to our attention, and we have endeavoured to ensure that they were
all corrected before reprinting. We would be grateful if anyone discovering fur-
ther problems contact us through the feedback facility on the book’s web page
www.support-vector.net.

Nello Cristianini and John Shawe-Taylor
June, 2000
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Notation

dimension of feature space

output and output space

input and input space

feature space

general class of real-valued functions
class of linear functions

inner product between x and z
mapping to feature space

kernel (¢(x) - $(2))

real- valued function before thresholding
dimension of input space

radius of the ball containing the data
loss function insensitive to errors less than ¢
weight vector

bias

dual variables or Lagrange multipliers
primal Lagrangian

dual Lagrangian

p-norm

natural logarithm

base of the natural logarithm
logarithm to the base 2

transpose of vector, matrix

natural, real numbers

training sample

training set size

learning rate

error probability

confidence

margin

slack variables

VC dimension
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1

The Learning Methodology

The construction of machines capable of learning from experience has for a long
time been the object of both philosophical and technical debate. The technical
aspect of the debate has received an enormous impetus from the advent of electronic
computers. They have demonstrated that machines can display a significant level
of learning ability, though the boundaries of this ability are far from being clearly
defined. »

The availability of reliable learning systems is of strategic importance, as there
are many tasks that cannot be solved by classical programming techniques, since
no mathematical model of the problem is available. So for example it is not known
how to write a computer program to perform hand-written character recognition,
though there are plenty of examples available. It is therefore natural to ask ifa
computer could be trained to recognise the letter ‘A’ from examples — after all this
is the way humans learn to read. We will refer to this approach to problem solving
as the learning methodology

The same reasoning applies to the problem of finding genes in a DNA sequence,
Jfiltering email, detecting or recognising objects in machine vision, and so on. Solving
each of these problems has the potential to revolutionise some aspect of our life, and
JSor each of them machine learning algorithms could provide the key to its solution.

In this chapter we will introduce the important components of the learning
methodology, give an overview of the different kinds of learning and discuss why
this approach has such a strategic importance. After the Jramework of the learning
methodology has been introduced, the chapter ends with a roadmap for the rest of
the book, anticipating the key themes, and indicating why Support Vector Machines
meet many of the challenges confronting machine learning systems. As this roadmap
will descibe the role of the different chapters, we urge our readers to refer to it
before delving further into the book.

1.1 Supervised Learning

When computers are applied to solve a practical problem it is usually the
case that the method of deriving the required output from a set of inputs can
be described explicitly. The task of the system designer and eventually the
programmer implementing the specifications will be to translate that method

1



2 1 The Learning Methodology

into a sequence- of instructions which the computer will follow to achieve the
desired effect. :

As computers are applied to solve more complex problems, however, situa-
tions can arise in which there is no known method for computing the desired
output from a set of inputs, or where that computation may be very expensive.
Examples of this type of situation might be modelling a complex chemical reac-
tion, where the precise interactions of the different reactants are not known, or
classification of protein types based on the DNA sequence from which they are
generated, or the classification of credit applications into those who will default
and those who will repay the loan.

These tasks cannot be solved by a traditional programming approach since
the system designer cannot precisely specify the method by which the correct
output can be computed from the input data. An alternative strategy for solving
this type of problem is for the computer to attempt to learn the input/output
functionality from examples, in the same way that children learn which are
sports cars simply by being told which of a large number of cars are sporty
rather than by being given a precise specification of sportiness. The approach
of using examples to synthesise programs is known as the learning methodology,
and in the particular case when the examples are input/output pairs it is called
supervised learning. The examples of input/output functionality are referred to
as the training data.

The input/output pairings typically reflect a functional relationship mapping
inputs to outputs, though this is not always the case as for example when the
outputs are corrupted by noise. When an underlying function from inputs to
outputs exists it is referred to as the target function. The estimate of the target
function which is learnt or output by the learning algorithm is known as the
solution of the learning problem. In the case of classification this function is
sometimes referred to as the decision function. The solution is chosen from a set
of candidate functions which map from the input space to the output domain.
Usually we will choose a particular set or class of candidate functions known
as hypotheses before we begin trying to learn the correct function. For example,
so-called decision trees are hypotheses created by constructing a binary tree with
simple decision functions at the internal nodes and output values at the leaves.
Hence, we can view the choice of the set of hypotheses (or hypothesis space)
as one of the key ingredients of the learning strategy. The algorithm which
takes the training data as input and selects a hypothesis from the hypothesis
space is the second important ingredient. It is referred to as the learning
algorithm,

In the case of learning to distinguish sports cars the output is a simple
yes/no tag which we can think of as a binary output value. For the problem
of recognising protein types, the output value will be one of a finite number of
categories, while the output values when modelling a chemical reaction might be
the concentrations of the reactants given as real values. A learning problem with
binary outputs is referred to as a binary classification problem, one with a finite
number of categories as multi-class classification, while for real-valued outputs
the problem becomes known as regression. This book will consider all of these
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types of learning, though binary classification is always considered first as it is
often the simplest case.

There are other types of learning that will not be considered in this book.
For example unsupervised learning considers the case where there are no output
values and the learning task is to gain some understanding of the process that
generated the data. This type of learning includes density estimation, learning
the support of a distribution, clustering, and so on. There are also models of
learning which consider more complex interactions between a learner and their
environment. Perhaps the simplest case is when the learner is allowed to query
the environment about the output associated with a particular input. The study
of how this affects the learner’s ability to learn different tasks is known as query
learning. Further complexities of interaction are considered in reinforcement
learning, where the learner has a range of actions at their disposal which they
can take to attempt to move towards states where they can expect high rewards.
The learning methodology can play a part in reinforcement learning if we treat
the optimal action as the output of a function of the current state of the learner.
There are, however, significant complications since the quality of the output can
only be assessed indirectly as the consequences of an action become clear.

Another type of variation in learning models is the way in which the training
data are generated and how they are presented to the learner. For example, there
is a distinction made between batch learning in which all the data are given to the
learner at the start of learning, and on-line learning in which the learner receives
one example at a time, and gives their estimate of the output, before receiving
the correct value. In on-line learning they update their current hypothesis in
response to each new example and the quality of learning is assessed by the total
number of mistakes made during learning. :

The subject of this book is a family of techniques for learning to perform
input/output mappings from labelled examples for the most part in the batch
setting, that is for applying the supervised learning methodology from batch
training data.

1.2 Learning and Generalisation

We discussed how the quality of an on-line learning algorithm can be assessed
in terms of the number of mistakes it makes during the training phase. It is
not immediately clear, however, how we can assess the quality of a hypothesis
generated during batch learning. Early machine learning algorithms aimed to
learn representations of simple symbolic functions that could be understood and
verified by experts. Hence, the goal of learning in this paradigm was to output
a hypothesis that performed the correct classification of the training data and
early learning algorithms were designed to find such an accurate fit to the data,
Such a hypothesis is said to be consistent. There are two problems with the goal
of generating a verifiable consistent hypothesis.

The first is that the function we are trying to learn may not have a simple
representation and hence may not be easily verified in this way. An example



