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Preface

Greetings. These are the proceedings of the 11th in our series of International
Workshops on Security Protocols. Our theme this time was “Where have all
the Protocols gone?” Once upon a time security protocols lived mainly in the
network and transport layers. Now they increasingly hide in applications, or in
specialised hardware. Does this trend lead to better security architectures, or is
it an indication that we are addressing the wrong problems?

The intention of the workshops is to provide a forum where incompletely
worked out ideas can stimulate discussion, open up new lines of investigation, and
suggest more problems. The position papers published here have been revised by
the authors in the light of their participation in the workshop. In addition, we
publish edited transcripts of some of the discussions, to give our readers access
to some of the roads ahead not (yet) taken. We hope that these revised position
papers and edited transcripts will give you at least one interesting idea of your
own to explore. Please do write and tell us what it was.

Our purpose in publishing these proceedings is to produce a conceptual map
which will be of enduring interest, rather than to be merely topical. This is
perhaps just as well, given the delay in production. This year we moved to
new computer-based recording technology, and of course it failed completely.
Fortunately various domestic recorders had been smuggled into the venue, but
picking the signal bits out of the noise has taken a long time, and we have had
to insert more than the usual number of epicycles to make the discussions come
out right.

Our thanks to Sidney Sussex College Cambridge for the use of their facilities,
to Lori Klimaszewska of the University of Cambridge Computing Service for the
even worse than usual task of transcribing the audio tapes (in which the reverse
use of “two rings” provided a test for creative intelligence) and to Johanna Hunt
at the University of Hertfordshire for helping us with the Ptolemeic editing of
the results.

Lent 2005 Bruce Christianson
Bruno Crispo

James Malcolm
Michael Roe
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Where Have All the Protocols Gone?

Bruce Christianson

University of Hertfordshire, UK

There was a time when security protocols lived mainly in the network and trans-
port layers. Where are they now?

Some have moved downstairs, towards the physical layer. What used to be
a wide-area authentication or session establishment protocol is now a very local
interaction with a trusted device, such as a tamper-evident smartcard, or a
biometric token.

Indeed, in some cases a piece of mobile hardware has actually replaced alto-
gether the security protocol that we used to find. Now in the strict sense, there is
still a security protocol here: we use a set of rules to construct an artefact which
will then be moved into a different context and interpreted in accordance with
a shared set of conventions. But the individual protocol run no longer involves
the same kind of electronic message-passing that we used to see or rather, as
Marshall McLuhan would have said, the medium is now the message.

Other security protocols have moved upwards, to the application layer. The
increasing deployment of Trusted Third Parties or TTPs is actually encouraging
this trend. The part of the protocol that is visible from the point of view of the
network, or of the system infrastructure, is now just the first, not so interesting,
half of the protocol.

The quantum computing people regard entanglement as a resource. They
have protocols for creating entanglement, but that’s not what is interesting. The
interesting question is what is done with the entanglement once it’s created. How
does it get used up?

The security protocol that we see in action across the network is often being
used to create a cryptographic entanglement between a number of geographically
separated entities. But again, the interesting thing is not how this entanglement
got there, it is what happens afterwards!. What are these entities going to do
with that entangled cryptographic resource? What happens next to the fresh
session key after it gets handed off to the application? How does it get used up?

We don’t see that backend to the protocol anymore. It’s usually happening
after the point where the analysis of the protocol has stopped, and it now tends
to happen where we can’t get at it to analyse it anyway. In many cases the really
interesting part of the security protocol has moved all the way upstairs to the
penthouse, above the API, where it is effectively hidden.

Still other security protocols have moved to a completely different level of
abstraction. This is particularly the case for the protocols which used to be

! For more on this point, see Roger Needham’s keynote address “Mobile Computing
vs Immobile Security”, LNCS 2467, 1-3.
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used to enforce a security policy in a foreign domain. Many of these have now
been replaced with service level agreeements, or SLAs?. Now an SLA is also a
protocol, but at a much more abstract level. Just as with the biometric tokens,
the security protocol itself now no longer involves the traditional type of explicit
instance-based message passing. So nor do the threats.

Even the protocols that still seem to look much the way they always did are
frequently not doing what they used to do. Partly this is because of the natural
tendency to use security protocols for things other than those for which they
were originally designed3. It’s so hard to get a security protocol right, it always
seems a shame not to reuse it. Although this isn’t often a sensible thing to do.

But this is only part of the reason. The context in which security protocols
are operating has also changed dramatically®. For example, twenty years ago it
was an axiom that the primary purpose of security was to protect the system
from the user. Most interesting failure stories now involve some kind of failure to
protect the user from the system. I think this is actually the emerging security
requirement which is least well met today.

To take another example, a lot of early security protocols were deliberately
designed so as not to assume the existence of persistent shared state. Twenty
years ago, constructing global state was a terribly difficult technical problem®.
It was actually less bother to go to extreme lengths to construct protocols in
such a way that they didn’t rely upon any stable kind of global state. Nowadays
the ease with which we can construct reliable, global state is very frightening.
It makes various types of privacy invasion a real threat at the purely technical
level, leaving aside any personal or political security dimensions®.

And so finally, a lot of old security protocols have gone over to the dark side
of the force, and are now effectively working for the bad guys. Many emerging
security requirements are therefore, largely direct consequences of the success
with which we’ve addressed the security problems of ten or twenty years ago.

Modern attacks tend to be built upon, and to exploit the security features
of, the very infrastructure with which we ourselves have provided the attacker.
Consequently we now need to turn a lot of our threat models inside out. Many
countermeasures will become threats, and hopefully vice versa.

Is this trend for security protocols to migrate (and mutate) an opportunity
which could lead to better security architectures, or is it an indication that we
are addressing the wrong problems?

2 Federated Identity Management is an example of this process, see B. Pfitzmann,
these proceedings.

3 See Roger’s keynote address “Security Protocols and the Swiss Army Knife”, LNCS
2133, 1-4.

4 See Roger’s keynote address “The Changing Environment for Security Protocols”,
LNCS 1796, 1-5.

5 Conversely, constructing a global trust infrastructure was believed to be a problem
which would soon be solved. Now we have learned to do without: see Roger’s keynote
address “Discerning the Protocol Participants”, LNCS 2845, 1-3.

¢ For examples see the concluding discussion in LNCS 2467, 229-238.
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Abstract. In the analysis of security protocols, it is customary to stop
as soon as we find an attack. Tons of ink can be spilled on whether an
“attack” is really an attack, but it goes without saying that there is no
life after that, hence no interest in continuing the analysis. If the protocol
is broken, then we ought to fix it.

Yet, fixing things is expensive and other measures may be more ef-
fective. In the physical world, most ATM safes would not resist heavy
shelling with anti-tank bazookas, but banks don’t worry about that. The
attack will be noisy enough that cops will come within seconds from its
start. To secure ourselves, we rely on a mixture of measures including
the protection from attacks but also countermeasures after detection.

In the light of these considerations, the following question becomes of
interest: what can happen after an attack? Does the villain leave enough
traces that we can retaliate it on-the-fly? Or, if we can’t or won’t, does
a subsequent forensic analysis allow us to discover who did it (and send
the cops behind him)? If even this is impossible, can we discover that we
have been hacked by looking at the logs?

To address these issues, we introduce the notions of retaliation, detec-
tion, and suspicion, which can be applied after an attack. These prop-
erties introduce more sophisticated formal relations between traces of
actions, which go beyond the simple existentials that formal methods
have made us used to.

These concepts should allow for a more comprehensive evaluation of
security protocols. A protocol may well be vulnerable to an attack, but if
we can retaliate afterwards, maybe fixing it isn’t that necessary: the con-
crete possibilities of retaliation or detection may be enough to convince
potential hackers to refrain from mounting the attack.

1 Introduction and Motivations

What is a security protocol, if we set technology aside? It is just a social behavior
that principals of a distributed system must follow to obtain some important
collective benefits. For the good guys, we just set up clear, understandable,

B. Christianson et al. (Eds.): Security Protocols 2003, LNCS 3364, pp. 3-10, 2005.
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and acceptable rules describing this behaviour: execute the security protocol
correctly, namely by the book. Because they are good guys, they will conform
to the rules, and behave as we wanted. The bad guys, by definition, will not
conform to the rules and execute the protocol incorrectly, namely arbitrarily.

Classical research in distributed systems and security starts from the need
to counter the disruptive behavior of the nasty ones. In classical distributed
algorithms, the main focus has been to design the protocol so that if the good
guys outnumber the bad ones, the collective benefits will be achieved, no matter
what the bad guys do (alternatively, prove that the good guys are doomed, no
matter how many they are and how smart they are [4]). The security standpoint
is to find a design such that, no matter what the bad guys do and no matter
how many they are, they can prevent the good guys from achieving the desired
collective benefits.

Each time an attack is published, the implied corollary is that the security
experts have failed: the protocol has flaws, the good guys cannot achieve their
ultimate goal, and we should go back to the drawing board. Yet, before aban-
doning the protocol, it is worth looking at what is left after the attack. This can
lead us to more comprehensive evaluation of security protocols even if it requires
continuation of a protocol analysis after an attack is found.

1.1 Our Contribution

It has never been considered whether it is at all possible to threaten the bad
guys in case they execute the protocol incorrectly. In the real world, we impose
a virtuous behavior on people by not letting them sin first (the classical security
approach), and by making them repent of their sins ever since (sending them to
jail). They would therefore weigh up the benefits of an incorrect execution with
the consequent threats, and might choose to execute the protocol correctly if the
threats were heavier.

Let’s consider Lowe’s example in his paper on Needham-Schroeder [6]. After
the end of the attack, the bad guy asks for a transfer of money. Would he steal
1.000 Euro if the threat that 2.000 Euro could be stolen to him on the next day
were significant? Would he transfer the money if the chances of being caught
were significant?

In this paper, we propose a number of notions for the analysis of protocols
beyond attacks: we introduce the notions of retaliation, detection, and suspicion.
For instance, in a peer-2-peer environment or in network games, direct retaliation
can be an effective threat to force the bad guys to play by the rules.

In the next section we show how Lowe’s attack on Needham-Schroeder can
be retaliated [1]. Then, we introduce the notion of retaliation, followed by those
of detection and suspicion.

2 Retaliation in Needham-Schroeder

Let’s start from a classical case: the (in)famous Needham-Schroeder public key
protocol represented in Figure 1. We use the classical notation for security pro-
tocols [2]:



A Protocol’s Life After Attacks. .. 5

— keys are denoted by K, possibly extended with subscripts expressing the

principals knowing them; the —1 superscript expresses the inverse of a key;

nonces are denoted by N;

concatenation is denoted by a comma;

— encryption is denoted by a pair of curly braces with the key as a subscript;
the type of the key determines the type of encryption.

|

1. A— B:{Na, A}y,
2. B— A:{Na,Nb},
3. A— B:{Nbl,

Fig. 1. The asymmetric Needham-Schroeder protocol

The goal of the protocol is authentication: at completion of a session initiated
by A with B, A should get evidence to have communicated with B and, likewise,
B should get evidence to have communicated with A. Assuming that encryption
is perfect and that the nonces are truly random, authentication is achieved here
by confidentiality of the nonces. Indeed, upon reception of Na inside message 2,
A would conclude that she is interacting with B, the only principal who could
retrieve Na from message 1. In the same fashion, when B receives Nb inside
message 3, he would conclude that A was at the other end of the network because
Nb must have been obtained from message 2, and no-one but A could perform
this operation.

Lowe discovers [6] that the protocol suffers the “attack” described in Figure 2,
whereby a malicious principal C masquerades as a principal A with a principal
B, after A initiated a session with C. The attack, which sees C interleave two
sessions, indicates failure of the authentication of A with B which follows from
failure of the confidentiality of Nb.

1. A—C:{Na, A},
1. C— B:{Na, A}y,

2. B — A:{Na,Nb},,
2. C — A:{Na,Nb},
3. A— C:{Nb},
3. C— B:{Nb},,

Fig. 2. Lowe’s attack to the Needham-Schroeder Protocol

Let’s examine this protocol after the attack took place:

— B is the subject of the attack — we call him the good agent;
— C is the bad guy;
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— A is just playing by the rules — we call him the ugly participant;
— the trace T of the protocol as in Figure 2 describes an attack

The predicate Attack(T,G := {B},B := {C},U := {A}) can represent the
previous fact with the meaning:

— B executes a run of the protocol apparently with A (in fact he receives/sends
the following messages:[{Na, A} x,,, {Na, Nb} ., {Nb} ] € T);

— C knows the nonce Nb, which was meant to be known to A and B only by
receiving the message {Nbf} 5, € T in step 3 (so he can complete the run
with B and perform the attack).

— A plays according to the rules and is just a spectator in the battle between
B and C.

By using the authentication attack if B is a bank for example, C' can steal
money from A’s account as reported by Lowe [6]:

4. C — B :{Na, Nb, “Transfer £1000 from A’s account to C’s”[} .,

The bank B would honour the request believing it came from the account
holder A.

Notice however, that the same predicate Attack also holds if instantiated in
a different way [1]. In fact, we have also Attack(T,G := {A},B := {B},U :=
{C}):

— A executes a run of the protocol apparently with C' (in fact he receives/sends
the following messages:[{Na, A} x.., {Na, Nb}} ., {Nb} .| € T);

— B knows the nonce Na, which was meant to be known to A and C only, by
receiving the message {Na, A} x, € 7 in step 1’ (so he can send in step 2
the message {Na, Nb} . also without having C sending it to A).

— (C is in this run just playing according to the rules.

In this case B is the bad guy. As C' did previously, B can equally decide to
illegally exploit his knowledge of Na. If also A is a bank, B can rob the robber
as follows:

2". B — A:{Na, Nb},
4" B — A: {Na, Nb, “Transfer £2000 from C’s account to B’s”} .,

The bank A would honour the request believing it came from the account holder
C. After we found the attack Attack(T,G := {B},B:= {C},U := {A}) in the
trace T', we could have continued the analysis and find out that the bad guy
could be easily punished, as in the example given above.

3 Vendetta...

To introduce the notion of retaliation we must identify the role played by each
principal in the protocol execution. We are not interested in notions such as re-
sponder or initiator; rather, we intend to provide a behavioural characterization.



