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Foreword

“If the oak tree flowers before the ash, prepare for a splash: if the ash tree flowers
before the oak, prepare for a soak”

(Source: English folklore)

This rule is an example drawn from hundreds of apparently simple and often
contradictory rules for predicting future observations of the notoriously fickle English
weather. On closer examination the rule is less simple than it first appears. The variables
in the rule are ‘fuzzy’; there is no definition of either what ‘rain’ is or what is meant by
flower. Even the observation frequency is left to the user’s discretion. People, of
course, regularly use sets of rules to approximate to and infer from observations, the
principles which govern the evolution of complex systems like the weather. Although
this example is taken from folklore weather forecasting, it could just as easily have been
drawn from the financial markets, where combinations of simple rules based on the
analysis of time-series are routinely used to support trading decisions, or from medicine,
where classifications of symptoms must be made in the light of incomplete readings and
often contlicting information. It is in solving these types of difficult real-world problems
that a new generation of intelligent computing methods, Intelligent Hybrid Systems, are
now bearing fruit.

The grander claims for rule-based Al (Artificial Intelligence) in the 80’s seemed
to fail in part because specialist practitioners either failed to understand or failed to flag
the limitations of their single approach. The contributors to this volume have supported
a different view: there is no one definitive approach which will explain cognition or
solve complex problems, and there is no ‘philosopher’s stone’; instead, there are a
number of tools and models that can be applied under different circumstances. The
proof of this philosophy is to be found in the following chapters that detail successes
ranging from aircraft design optimisation to stock portfolio selection.

Increasingly, complex industrial and business problems are driving the research
and development of new intelligent computing methods. At Reuters we use an
intelligent system for checking data-errors in the flood of data we collect from Stock
Exchanges around the world. Some of our financial market customers have recently
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experimented with neural network and genetic algorithm forecasting tools which draw
data from our financial data-feeds. In other companies, credit evaluation and credit card
fraud detection are now routinely subject to the analysis of intelligent techniques to help
operators make better decisions. With the convergence of media and technology one
expects further uses of hybrid systems to analyse, distil and help make decisions on the
so-called information superhighway.

This timely book reviews the current state of intelligent hybrid systems. It offers
both a classification scheme to analyse and describe hybrid models and presents clear
arguments for their need. It is above all a book about how to move from theory to
practical implementations. I believe it will inspire academics and technologists alike to
take a dip in the waters of this emerging field.

John Taysom

Vice President
Reuters New Media Inc.
Palo Alto
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Intelligent Hybrid Systems:

Issues, Classifications and Future Directions

Suran Goonatilake and Sukhdev Khebbal

1.1 Introduction

Humans are hybrid information processing machines. Our actions are governed
by a combination of genetic information and information acquired through learning.
Information in our genes hold successful survival methods that have been tried and
tested over millions of years of evolution. Human learning consists of a variety of
complex processes that use information acquired from interactions with the
environment. It is the combination of these different types of information processing
methods that has enabled humans to succeed in complex, rapidly changing
environments.

This type of hybrid information processing is now being replicated in a new
generation of adaptive machines. The applications range from aircraft control systems
that diagnose and repair themselves to systems that can successfully trade in foreign
exchange markets. At the heart of these adaptive machines are intelligent computing
systems, some of which are inspired by the mechanics of nature

Neural networks, for example, are inspired by the functionality of nerve cells in
the brain. Like humans, neural networks can /earn to recognise patterns by repeated
exposure to many different examples. They are good at recognising complex patterns,
whether they be hand-written characters, profitable loans or good financial trading
decisions. Genetic algorithms are also naturally inspired and based on the biological
principle of “survival of the fittest”. The main idea behind a genetic algorithm is the

Intelligent Hvbrid Systems, Edited by S. Goonatilake and S. Khebbal. ©1995 John Wiley & Sons Ltd.



2 Intelligent Hybrid Systems: Issues classifications and future directions

evolution of a problem’s solution over many generations, with each generation having a
better solution than its predecessor.

While these intelligent techniques have produced encouraging results in
particular tasks, certain complex problems cannot be solved by a single intelligent
technique alone. Each intelligent technique has particular computational properties (e.g.
ability to learn, explanation of decisions) that make them suited for particular problems
and not for others. For example, while neural networks are good at recognising
patterns, they are not good at explaining how they reach their decisions. Fuzzy logic
systems, which can reason with imprecise information, also have particular strengths
and limitations. They are good at explaining their decisions but they cannot
automatically acquire the rules they use to make those decisions. These limitations have
been a central driving force behind the creation of intelligent hybrid systems where two
or more techniques are combined in a manner that overcomes the limitations of
individual techniques.

For example, there is now considerable interest in applying fuzzy logic for tasks
such as loan evaluation. Typically, an expert in loan evaluation has to specify all the
rules needed for the fuzzy logic system to make a decision on whether to grant a loan or
not depending on the application details. However, this is a time consuming and error-
prone process that should ideally be automated. Neural networks with their learning
capabilities can be used to automatically learn these fuzzy decision rules, thus creating a
hybrid system which overcomes the limitations of fuzzy systems.

Hybrid systems are also important when considering the varied nature of
application domains. Many complex domains have many different component problems,
each of which may require different types of processing. For example, the Kobe Steel
Plant in Japan controls blast furnaces for making iron and steel by using a hybrid of
different intelligent techniques to solve sub-tasks of the problem [Otsu92]. Neural
networks are used to predict heat levels from sensor data gathered from the furnace.
These predictions are then used by an expert system to infer the correct control
adjustments so as to maintain the furnace at its optimal operating level. This complex
control task was previously performed by a highly trained operator who had many years
of experience.

Intelligent hybrid systems represent not only the combination of different
intelligent techniques but also the integration of intelligent techniques with conventional
computing systems such as spreadsheets and databases. For intelligent systems to add
value to organisational decisions they must be able to extract and use information from
a wide variety of sources. In addition, the decisions or results produced by the
intelligent systems should be disseminated to existing applications or other systems for
further processing. For these reasons it is vital that there are methods and protocols for
integrating intelligent systems with other conventional computing systems. One such
method is object-oriented programming [Wien83] which is a software engineering
methodology that can provide the “glue” to join together different processing
techniques. This forms a natural model for intelligent hybrid systems because individual
techniques can be defined as objects which interact by sending a common set of
messages.
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This book presents a collection of work in this emerging area of intelligent
hybrid systems, written by leading-edge researchers from around the world. It spans the
combination of many different techniques including neural networks, genetic algorithms,
expert systems, fuzzy logic systems and rule induction. Application examples are drawn
from domains including industrial control, financial modelling, and cognitive modelling.
The book’s aim is to inform researchers and application developers, in both industry
and academia, about the potential of intelligent hybrid systems for solving real-world
problems.

The next section examines the strengths and weaknesses of different intelligent
techniques which determine the need for hybrid systems. Section 1.3 introduces a
classification scheme for hybrid systems and section 1.4 details a typical hybrid systems
development cycle. Section 1.5 concludes by discussing potential areas of future
development.

1.2 Properties of Intelligent Systems

In this section we compare and contrast different intelligent systems on four key
information processing capabilities. These are knowledge acquisition, brittleness, higher
and lower level reasoning and explanation.

1.2.1 Knowledge Acquisition

Knowledge acquisition is a crucial stage in the development of intelligent
systems. As a process, it involves eliciting, interpreting and representing the knowledge
from a given domain [Kidd87]. Knowledge acquisition for expert systems (from domain
experts) is time consuming, expensive and potentially unreliable [Feig79]. Experts find
it difficult to articulate particular types of “intuitive” knowledge [Part86] and are
sometimes unwilling to participate in lengthy knowledge elicitation exercises. Other
problems include the possible existence of gaps in an expert’s knowledge and the
correctness of an expert’s knowledge [Jack86].

Furthermore, expert systems do not have mechanisms to deal with any changes
in their decision making environment — they cannot adapt and learn from changes in
their operating environment. Thus the maintenance of knowledge in expert systems is
time consuming and expensive.

Due to these problems, techniques such as neural networks and genetic
algorithms, which can learn from domain data, have certain advantages. In expert
systems, the decision boundaries — the bounds used to make particular decisions — are
specified by a domain expert, while in neural networks and genetic algorithms these
decision boundaries are learned [Weis91]. Changes in the operating environment cause
the decision boundaries to be shifted or changed. Systems that learn can detect and
adapt to these changes.

Rule induction systems are another example of systems that have been applied
to automate the knowledge acquisition process. They have been used to learn rules and
decision trees from “raw” domain data and have been applied successfully in industrial
and commercial domains [Quin86, Mich80].
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1.2.2 Brittleness

Although there are notable successes of expert systems, many of these systems
operate in very narrow domains under limited operational conditions. Holland [Holl86]
refers to this phenomena in expert systems as brittleness:

The systems are brittle in the sense that they respond appropriately only in
narrow domains and require substantial human intervention to compensate for
even slight shifts in domain.

An operational view of the brittleness problem can be seen as the inability of an
intelligent system to cope with inexact, incomplete or inconsistent knowledge. Causes
of this brittleness problem are twofold — inadequate representation structures and
reasoning mechanisms. In expert systems, knowledge is represented as discrete symbols
and reasoning consists of /ogical operations on these constructs.

In contrast, reasoning in neural networks involves the numeric aggregation of
representations over the whole network [Beal90]. As Smolensky [Smol87] points out,

Each connection represents a soft constraint; the knowledge contained in the
system is the set of all such constraints. If two units have an inhibitory
connection, then the network has the knowledge that when one is active the
other ought not be. Any of the soft constraints can be overridden by others,
they have no implications singly; they only have implications collectively.

This distributed representation and reasoning allows these systems to deal with
incomplete and inconsistent data and also allow the systems to gracefully degrade
[Rume86]. That is, even if some parts of a neural network are made non-operational,
the rest of the neural network will function and attempt to give an answer.

This type of inherent fault tolerance contrasts strongly with expert systems
which usually fail to function even if a single processing part is non-operational. This
manifests itself in many ways, particularly as problems in the maintenance of large,
complex knowledge bases [Mcde83].

Rule induction systems such as ID3 are also susceptible to the problems of
brittleness. They have difficulties in inducing relationships in data which has
contradictory and incomplete examples [Fors86]. However, recent enhancements of the
ID3 algorithm have overcome some of the limitations with respect to its handling of
noisy data [Quin93].

Fuzzy logic deals with the problem of brittleness by adopting novel knowledge
representation and reasoning methods. Fuzzy sets, the form in which knowledge is
represented, diffuse the boundaries between concepts. There are no sharp divisions
where one concept ends and the next begins. This fuzzy data representation, in
conjunction with fuzzy reasoning mechanisms, allows the processing of data which are
non-exact or partially correct [Zade88].

The key argument for genetic algorithms being able to cope with brittleness is
put forward by Holland [Holl86]. Holland argues that it is the maintenance of a
population of solutions which makes genetic algorithms and classifier systems non-
brittle. Each rule in the classifier system population contains a relationship describing




Suran Goonatilake and Sukhdev Khebbal 5

the system being modelled. The system’s flexibility arises from the rules representing a
wide range of competing, conflicting hypotheses. The selection of the appropriate rule
to fire is dependent on its past performance — a statistical aggregation of its correct
performance. Similar to neural networks, it is this statistical reasoning property, based
on past performance that gives genetic algorithms their ability to cope with brittleness.

1.2.3 Higher and Lower Level Reasoning

For a complete theory of cognition, there need to be explanations of how we
can do “low-level”, parallel, pattern recognition tasks as well as how we perform
sequential, “high-level” cognitive tasks.

Although expert systems and related methods have provided plausible models to
describe “high-level” cognitive tasks such as language generation and comprehension
[Bode88], and goal directed reasoning [Bode88], their ability to explain “low-level”
pattern recognition type tasks has been limited. In contrast, neural networks offer the
exact complementary ability. They are very good at modelling pattern recognition tasks
such as visual processing and motor control but are not well equipped to model
sequential, high-level cognitive tasks. Because of these limitations, some researchers
have criticised neural networks as inadequate models of cognition [Fodo88].

An analogue to cognitive modelling can be found in complex real world
industrial and commercial problems. That is, most complex real world tasks are easily
decomposed into logical, sequential operations and parallel, pattern recognition
operations [Hand89]. For example in industrial robotics, neural networks are good
candidates for performing low-level signal processing tasks such as the processing of
sensory data while expert systems are good candidates for high-level path planning
tasks [Thor90].

Similar to neural networks, fuzzy logic systems are also good at low-level signal
processing tasks such as industrial control. They have recently been applied to hand-
written character recognition, blast furnace control, robotic-arm control and camera
auto-focus control [Mcne93].

Other tasks which have combined signal processing and high-level reasoning
subproblems can be found in financial data analysis, medical diagnosis, and autonomous
vehicle navigation.

1.2.4 Explanation

The ability to provide users with explanations of the reasoning process is an
important feature of intelligent systems [Clan83]. Explanation facilities are required
both for user acceptance of the solutions generated by an intelligent system, and for the
purpose of understanding whether the reasoning procedure is sound [Davi77]. Good
examples of this requirement can be found in medical diagnosis, loan granting, and legal
reasoning. There have been fairly successful solutions to the explanation problem by
expert systems, symbolic machine learning and case-based reasoning systems. In expert
systems and rule induction systems, explanations are typically provided by tracing the
chain of inference during the reasoning process [Sout91].
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In a fuzzy logic system the final decision is generated by aggregating the
decisions of all the different rules contained in the fuzzy rule-base. In these systems a
chain of inference cannot be easily obtained, but the rules are in a simple to understand
“IF-THEN" format which users can easily inspect.

Genetic algorithms, especially in the form of classifier systems, can build
reasoning models in the form of rules [Holl87]. As in the case of expert systems, it is
possible to trace a chain of inference and provide some degree of explanation of the
reasoning process.

In contrast, in neural networks it is difficult to provide adequate explanation
facilities. This is due to neural networks not having explicit, declarative knowledge
representation structures but instead having knowledge encoded as weights distributed
over the whole network [Died89]. It is therefore more difficult to find a chain of
inference which can be used for producing explanations. This can be a particular
problem in certain business and medical applications. For example, the provision of
details about the mortgage lending decision process to potential borrowers, is now a
legal requirement in certain countries [Hugh92]. This suggests that neural networks
cannot be used. Similarly, in medical diagnosis physicians want to be absolutely sure
about the detailed reasoning procedures used by an automated diagnostic system before
a particular treatment is prescribed.

There is now a small but growing number of researchers who are attempting to
provide neural networks with explanation facilities by extracting rules from their
internal weight structures [Gall88]. Additionally there has also been progress in using
“feature significance estimation” methods that identify the most important variables in a
given neural network model [Intr92, Jabr92].

Table 1.1, shows a property assessment table that summarises the above
computational properties with respect to individual intelligent techniques.

Properties
Technologies Automated Coping High-level Low-level Explanation
Knowledge with Reasoning Reasoning
Acquisition | Brittleness
Expert Systems v v vy Y v Vv
Rule Induction v vv vv vvv vv v
Fuzzy Systems v VYV A IV 224
Neural Networks vYyvvvy vvvvy v vvvvy v
Genetic Algorithms | vV VvV vvv vV 224 Vv

Table 1.1 — Property assessment of different intelligent techniques.




