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DIRECTOR’S FOREWORD

1977 is the eighteenth (18th) consecutive year that the Chemical and Petroleum Industries
Division of ISA has presented a spring symposium. The proceedings volume from this
CHEMPID symposium has been assembled in keeping with the current interests nf the
chemical and petroleum industries to serve as a permanent record and a guide to today’s
process systems technology. It is intended to benefit those who continue to lead the way in
the conception, design, and implementation of process control.

The program coordinator for these CHEMPID sessions has been Dr. Raymond C.
Waggoner, University of Missouri—Rolla. Dr. Waggoner, our Education Chairman, has
. worked diligently to put together an informative group of papers. =

N

K. L. Hopkins ;
Chempid Director

PROGRAM CHAIRMAN

The papers in this volume were programmed by the Chemical and Petroleum Industries
Division and were presented at the ISA/77 Conference, May 2-5, in Anaheim, California.
These papers implement the.conference theme “Leading the Way in Control Systems” by
presenting applications of advanced control techniques in the chemical and petroleum
industry. Processes in these industries are inherently multi-variable and non-linear.
Advanced control techniques are requisite if the most economical and effective operating
levels are to be sustained. However, the corgplexhnes of the control algorlthms vlrtually
require digital computer implementation.”

The fundamental concepts of advanced control technlques are presented to provide a
background forthe following papers. These advanced concepts, including feedforward
control, multivariable control, optimal control, and digital control algorithms are developed
and papers describe their application to actual processes pilot plant scale equipment, or
calibrated process simulations. A group of papers is specifically directed to chemical
reactor control. The economic aspects of advanced control are then shown in the papers
taken from the final two sessions.

This volume is présented to illustrate that advanced control concepts can be made
practical in chemical and petroleum processes and to aid the reader in their implementation.

R. C. Waggoner
Program Coordinator
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IMPROVED CONTROL BY APPLICATION

OF ADVANCED CONTROL : TECHNIQUES

R.K. Wood
Department of Chemical Engineering
University of ‘Alberta
Edmonton, Alberta, Canada H

ABSTRACT

Sophisticated computer—aided design procedures
leading to specified optimal operating conditions
for process units, are now in use in many design
groups. Accompanying this change in design techni-
ques is an increased awareness of the necessity of
developing control system strategies, based on
advanced control techniques, to achieve the desired
optimal operation.

Of the advanced techniques leading to improved
control performance, feedforward control has gained
the most acceptance by industry. Combined
feedforward-feedback control will be briefly
discussed. Further improvements in control system
design have resulted by considering the multivari-
able nature of the process system to be controlled.
Although the subject of much attention, design *
based on linear state space models has not been too
successful due to the difficulty of characterizing
process systems by such a model. Consequently the
| discussion will be restricted to multivariable
frequency domain ‘design methods. Non-interacting/
decoupling control and design by the characteristic
“loci technique will be considered in this review.

INTRODUCTION

Rapid advances in computer technology have now made
computer-~aided design techniques standard practice
-in many engineering departments. As a consequence
of this development, frequently the designer will
specify a unit on some optimal design basis that is
very dependent on operating conditions. TIn order
to derive maximum economic benefit from the
improved design, it logically follows that this can
only be achieved by improved control of the system.
In conjunction with the use of computers for design
has come the utilization of computers for process
control. Although, initially the control
algorithms were simply replacements for conven-
tional single variable feedback PID controllers, it
was soon realized that to achieve the specified
operating conditions that more advanced control
techniques would be required.  Probably the first
advanced control technique to gaiﬁ‘abceptanqe in the
process industries was that of feedforward control,
and then not until the early 1960's. However as
Buckley (1) correctly points out, the idea of
feedforward control was not a new control concept
at all. Feedforward control had already been used
for many years for manipulating feedwater rate to °
improve level control in boiler drums. The 1960

decade also saw the development of what came to be
known as modern control theory, namely the body of
control theory preédicated on describing system
behaviour in the time domain by means of a linear
state space model. A typical model formulation
would be of the following form:

X = Ax +Bu+Dd ; . @)

gt : e @)
6hete x = vector of n' state variables
= vector of "m" control inputs
= yvector of "p" disturbance inputs
= vector of "q" output variables
»B,D,C, = matrices of appropriate order

" 3
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Hundreds of articles have appeared which develop the
theory necessary for establighing control laws for
specific types of models using a wide variety of
performance indices. However, much of the work is
not directly applicable to the regulatory control
problems of the process industries. The reader
interested in gaining an appreciation of the design
approach involved when a system is characterized by
a state space model should consult the case study

of Fisher and Seborg (2). The authors present
experimental results from applying several different
multivariable control system strategies to a pilot
plant evaporator that could adequately be character-
ized by a model of the form expressed by Equations
(1) and (2).

Unfortunately, the nonlinear characteristics of most
process systems are such that it is very difficult
to describe their behaviour by such a linear model.
As noted by Rijnsdorp and:Seborg (3), few applica-
tions of control schemes based on such a model have
teen adopted by the process industries. In contrast,
the authors noted that non-interacting or decoupling
control schemes, based on a transfer function
representation, had gained wide acceptance by
industry. Such a control scheme is but one approach

“to designing a control system using multivariable

frequency domain techniques pioneered by Rosenbrock,
MacFarlane and co-workers at the University of
Manchester Institute of Science and Technology in
England. Research has demonstrated that the single
variable concepts of Bode and Nyquist can be

extended to developing control strategies for multi-
variable systems.. The design techniques that have
been developed are known as the inverse Nyquist array
(4,5,6); characteristic loci (7,8,9,10); direct



Nyquist array (11,12,13) and commutative controller
(14,15,16). Another class of design techniques are
those based on the sequential return difference

method originally developed by Mayne :(17,18,19) and:

subsequently modified by Owens (20,21). A recent
evaluation of the characteristic loci and both the
inverse and direct Nyquist array design techniques
has been performed by Kuon (22).

In this review, the accepted technique cf combined
feedforward-feedback control will first be
discussed.
that implementation of feedforward action'is simple
and worthy of consideration for improving the
control of any process system. The remainder of
the .discussion will be directed to reviewing the
non-interacting/decoupling control and character-
istic loci multivariable frequency domain design

. techniques. It is hoped that by drawing attention
to such multivariable techniques that designers of
control systems will not be reluctant (23) to
consider such techniques.

COMBINED FEEDFORWARD-FEEDBACK CONTROL

Applications of feedforward control action

combined with conventional feedback control did not
become routine until the installation of process
control computers.. With' the advent of the process
control computer, implementation no longer meant
that a special pneumatic or electronic unit (24,25)
had to be constructed. Despite the ease with which
a feedforward control loop can now be implemented,
using standard electronic feedforward control units
or by computer, it is surprising that more combined
feedforward-feedbacK systems are not utilized.
Implementation of a feedforward control loop can
lead to a substantial cost saving (26) for a amall
capital investment.

The block diagram of a combined feedforward-
feedback control system is shown in Figure 1. The
control variable can be expressed in terms of the
disturbance, D(s) and the set point, R(s) as:.. ¢

(s) 3%2 (s) g ! E ()
C(s) = R(8) + {——¢ D(s
1+ GOL 1+ GOL
G, .G. G G =
OL

_where Gop, = G.GyG,Cyc. Writing the expression for
C(s) in this form, serves to emphasize that the
stability of the control system is unchanged by the
addition of feedforward control action and further-
more if there is no feedforward control, Ggp = O,
the expression is that for a conventional feedback
control system. Considering the case of regulatory
control (R(s) = 0), allows Equation (1) to be
written as

354 SGL + GMDGFFGVGP
_ l 1+ GOL

D(s) (4)

Since the control objective is no change in the
control variable for load upsets, 1 4 follows from

-

This material is included to emphasize

Equation (4) that to satisfy this condition it is
necessary that Gy, + GypGppGyGp = 0, or rearranging

e B4
FF GMDGVGP

« (5)

Equation (5) is the specified form of the feedfor-
ward controller, Ggp. It is particularly
interesting to note the form that the feedforward
controller takes under certain circumstances. . If
the load and process transfer functions, Gy and G
respectively, have the same dynamics and the valve,
G, and measurement device, Gyp dynamics can be
neglected then Equation (5) becomes

KL
”Knn

In thie particular case, the required feedforward
controller is simply a gain device, and readily
implemented by cheap conventional instrumentation
or even by the measurement device itself. For the
case where the dynamics of the load and process
transfer functions are the same, the dynamics of
the valve represented by Ky/(ty s+l) and the
dynamics of the measurement device neglected then
Equation (5) can be written as

(6)

- €))

_ This form oi.tﬁe feedfdtwﬁrd controller is simply a

PD controller! More typically, the load and process

- transfer function dynamics are not the same and the

dynamics of the valve and measurement device can be
neglected giving the required form of the controller
as i

-G, (s) AT

o e (8)
FF KMDKVGP(S)

G

Obviously, it would be a simple matter to implement
the required controller action by means of a digital
computer. However in actual practice despite the
fact that Gp(s) and G,(s) may be of high order,
experience has shown (26) that it is generally
adequate to consider the feedforward controller as

~K(1 + rls)
% T TGE A D ®
and employ on-line tuning of the parameters.
Although this type of lead-lag unit, proposed
several years ago by Shinskey (27), has been.
installed for many applications, experience has
shown that satisfactory control can be achieved
without employing lead action. This experience is
substantiated by tests on a pilot scale distillation
column by Wood and Pacey (28) who. found that
satisfactory control could be achieved using only a
tuned first order lag or time delay element. It is
important to realize that the choice of the form of
feedforward controller can significantly influence
system control behaviour. For instance in the paper

\



by Davis and Smith (29), in this symposium, they
copsidered only gain feedforward action. As can be
seen in their Figure 5, without dynamic compensa-
tion, the controlled variable was initially driven
below the set point. . It would be interesting to
compare the control behaviour of the combined
feedforward-feedback control scheme, using a
dynamic feedforward controller, with that of the
dual control loop scheme (in which the effect of
the disturbance is minimized by the temperature
loop). 3

)

MULTIVARIABLE FREQUENCY DOMAIN DESIGN

Frequently the design of a process control system
will involve the control of more than a single
output variable by manipulating more than one

input variable. -Such a system is multivariable, so
a control system designed using conventional single
variable theory may not yield satisfactory perform-
ance. The control performance using multiple
single variable feedback loops will depend on' the
extent of interaction between the input and output
variables. In order to establish whether such an
approach will be satisfactory the degree of inter-
action can be checked using the procedure suggested
by Bristol (30). Since the development of control
strategies based on a state space model have had
very limited success, the discussion here will
focus on two design techniques for systems charac-
terized by a transfer function representation.

A) NON-INTERACTING/DECOUPLING DESIGN TECHNIQUE

This design technique, ‘directed at reducing the
multivariable feedback design problem to one of
conventional single loop design, was first proposed
by Boksenbom and Hood (31). In this approach,
decoupling controllers that render the system
completely non-interactive are first designed, and
then conventional single variable design methods
are employed to design feedback controllers.
Despite the possible difficulties (32,33) with such
a procedure, it has been successfully employed to
pilot scale and industrial process units (3,34,35,
36). Although in theory the concept could be
extended to high order dynamic systems, reported,
applications have been concerned only with control
of two variables by manipulation of two input
variables.

The design procedure will now be outlined for the
case of a 2 x 2 plant transfer function matrix,
gp(s). The block diagram of such a system is shown
in Figure 2 where Uj(s), Uz(s) are the input
variables; C;(s), Cy(s) the output (controlled)

variables and D(s) the load disturbance. In vector-
matrix form this may be expressed as
£(s) = g, () U(s) + G (s) D(s) (10)
where
Cl(s) Ul(s) 61
C(s) = U(s) = §L(8) e
Cz(s) Uz(s) GL2

.is already diagonal.

Now, if a feedback controller and measurement device
are included for each of the controlled variables,
that is Ggyy, Hy, Ggops Hp as well as two additional
controllers, Ggj2, Gg21, then the system can be
represented as shown by the block diagram in Figure
3. (Note: The control valve transfer functions

are considered to be included in the plant transfer
function matrix). The two controllers, Ggjz and
Ggpy are generally designated as decoupling
controllers or compensators. Defining s

R, (s) H O
R(s) = : Bée) @l
Rz(s) 0 H,
o3 5 g 1
Ec(®) =
Gca1 Cc22
- %

allows the block diagram to be redrawn in general
multivariable feedback form as shown in Figure 4.
With the block diagram arranged to the same form as
that of a conventional single variable feedback
control system, the following expression logically
follows:

-1
C(s) = [I + G (s)G.(s)H(s)

{G ()G, ($IR(s) + G (s)D(a)}

where I = identity matrix.

Defining Q(s) = gp(s)gc(s), as the open loop
transfer function matrix allows Equation (11) to bé
expressed as

C(s) = [I + Q(s)H() 1™ {Q(s)R(s) + G (s)D(s)} (12)

Defining the closed loop transfer function matrix as

B(s) = [I + Q(s)H(s)1 ™! Q(s)
allows Equation (12) to be written as

C(s) = P(s)R(s) + 2(5)9(8)-1 G, (s)D(s) (13)
It now follows that if g(e)g(s) can be diagonalized,
then [I + g(s)l;l(s)]‘1 will be diagonal since H(s)
Therefore the closed loop
transfer function matrix, P(s) will be diagonal
which means that there will be no interaction
between C(s) and R(s) (or D(s)). From Figure 4, it
can be shown that

Q(s)H(s) =

where



G, ,6
12%21
o w G Gl [l + ———] (14)
i g B e 7
%707 48318csp *6128¢29) By it
@y = {G21G011 + G22Gc21}'ﬂlv (16)
im0 G [1 + ——21%12] an
22 = %92%a22 5 v

The requirement for diagonalization means that the
off-diagonal terms must be zero, that is a;j = 0,
@21 = 0. Setting the off-diagonal entries to zero
gives the required form of the decoupling
controllers as

g Vi | e
c12 G,

G,,G

21, Cll ¢ ’
é _.21cu : (19)
€21 ¢ Gzz
Substituting for the decoupling controllers, as
given by Equations (18) and (19), in Equations (14)
and (17) gives by

> ) nidy
1217 .
LR e GH[— ]-GG (20)
11.~ Sc11%118y Cifeo, b To11til
G
| 12511,
%o CosaPask [ o Gnczz] Gepabyy (2D

which in turn allows the closed loop trausfer _ /
function matrix, P(s) to be written as

X %
T"u“l id
1‘+ %4
B(s) =
=1
3 2215 .
1+ u22

Expressing ajj and o179 in Equations (20) and (21)
in terms of éll and ézz is done to emphasize that
these groups are calculated from plant data. All
that remains is' selection of the controllers Ggjp
and Ggpp which can proceed on the basis of two
separate single variable systems since the inter-
action has been eliminated. Once the desired feed-
back controllers have been determined the required
form of the decoupling controllers can be calcul-
ated from Equations (18) and (19).

B) CHARACTERISTIC LOCI DESIGN TECHNIQUE

An alternate approach to the design of a completely
non—-interacting/decoupled control system is simply
to employ a design procedure that minimizes but not
totally eliminates interaction. Design techniques

' that employ: such an approach strive to achieve

diagonal dominance. A control system designed on
this basis may actually provide better':control than
is possible with the non-interacting system. This
will depend upon the reliability/variability of the
transfer function parameters that determine the
parameters of the decoupling controllers.

A comprehensive survey of the“existing multivariable
frequency domain procedures has been presented in
the excellent five part review of MacFarlane (37).
Sincq the characteristic locts method as well as the
non-interacting désign approach has been employed in
the paper of Schwanke et al. (38), to be presented
in this symposium, this discussion will deal only
with this technique.

In order to restrict the length of this review, some
fundamental definitions, concepts, conditions and/or
requirements will simply be stated without proof.
Most of the fundamental theoretical concepts have
been presented by Belletrutti (8), MacFarlane (9)
and MacFarlane and Belletrutti (7,10). Since s is

a complex variable, then for every specific value of
s (over the domain of definition,(X) it follows that
an m x m matrix fumction of a complex variable G(s)
is a matrix with complex entries. Thus it has a

set of eigenvalues {gj(s): i = 1,2, ... m} such that

gi(s)'e‘¢‘ P Jogdneos &
and corresponding sets of eigenvectors
gi(s) e(SP PialPad iy ~o
(Note: A vector function of a complex variable, say

y(s), is a mapping Y(s): &+ @ from the set of
complex numbers (€ to the set of complex vectors
@&"). This notation means that the eigenvalues of a
matrix function of a complex variable are functions
of a complex variable, and the corresponding
eigenvectors are vector functions of a complex
variable. The eigenvalues, ‘gj(s) of G(s) are
designated as characteristic transfer functions
while the corresponding eigenvector, d;(s) is called
the characteristic direction vector.

Also the set of loci in the complex plane obtained
by evaluating a characteristic transfer function,
G(s) along the standard Nyquist contour is known as
the set of system characteristic loci and is denoted
as {gi(jw)}. The design considerations involve
consideration of the open-loop transfer function
matrix, Q(s) expressed in dyadic form as

m
Q(s) = I q,(8) wy(s) vi(s) (22)
where qi(s), wi(s) and vi(a) are the characteristic
transfer functions, characteristic direction vectors
and reciprocal characteristic direction vectors of
Q(s). The cerresponding dyadic expansion for the



closed-loop system can be written as

. q;(s)
R(s) = 121 T—;TE—?;T (8) vi(S) (23)

The design procedure based upon these and related
theoretical concepts, is a generalization of the
classical frequency domain approach, involving the
conflicting objectives of stability, integrity,
non-interaction and accuracy. This is accomplished
by attaining required closed-loop stability and
performance specifications by appropriate manipula-
tions of sets of cpen loop characteristic loci and
characteristic directions. Simplification of the
task is achieved by letting the feedback matrix
F(s) = I, since it can then be shown that if
Ta;(3w)T 1s the set of characteristic loci of the
open loop system (s), then the set of character-
istic loci belonging to the closed loop system

R(s) is simply g

q, (o)
=k s}
1% qi(jﬂ) CE

Furthermore the set of characteristic directions
for both the open-loop and closed-loop systems are
the same, namely {wj(jw)}. Thus, the design effort
is concerned with synthesizing the controller
G.(s) (cf. Figure 4), which is considered to be
square as is the plant, gp(s)

Design in the vector frequency response approach
requires that the controller

i) modify the phases of appropriate sets of
characteristic loci in order to achieve
acceptable stability and integrity results.

ii) align the characteristic directions at high

: frequencies and balance the gains of the
characteristic loci at low frequencies in,
order to achieve acceptable interaction. -

1i1) inject gain to improve overall performance.

Clearly, the controller must satisfy many
objectives simultaneously. Thus a controller
-structure formed as a cascaded combination of
several sub-controllers, G, (s) so that

Geko) =" T00°0) :
is employed in which each of the Ge, (8) achieves
only part of the overall design objectives.
Obviously each of the Gc1(s) must be simple and if

possible only contain constant factors. Specific
restrictions on the gci(s) are:

i) all dynamical elements must be rafional
functions in "s", 7t}

ii) det G.y(s) must ‘be identically non-singular.

iii) poles of Gcy(s) must lie in the open left-
half plane.

iv) det ey (s) must not have any right-half
plane zeros (to prevent non-minimum phaae
difficulties).

Many different types of sub-controllers which
provide for certain manipulations of system charac-
teristic loci and characteristic directions have
been developed. Some of the more useful (7,10)
types of sub-controllers are those that provide for

a) Elementary transformation

i) gci(s) ='diag{1,1, ... 8jj(s)‘ . ¥913
i1) (10 0 o‘ ol a0
: Q=234 Q2Q & £150
o ool ¢ B gjk(s)‘s .
Gci(S) ’ Fepaead .
el ;g iion
O S0 0 ZEill.iiseiio)

- =

Such. controllers are suitable for improving
integrity when only subsystems require modifi-
cation and in reducing interaction by dimi-
nishing the magnitudes of the off-diagonal
elements of the plant gp(s).

'uﬁ) Scalar

gci (8) = k(s)T

This controller multiplies the plant charac-
teristic loci (each eigenvalue) by the scalar,
k(s) while leaving the characteristic
directions unchanged.

c¢) Permutation

‘Qc (s)‘h‘[el...e ioee -oeep]

q—lepeq+1 p—leqep+1
whete P > q and ey is column jof I. A
controller of this form interchanges columns p
and q-of the plant matrix, Gp(s) ‘which may be
helpful in 1mprov1ng integrity.

d) Proportional plus Integral Action

(s) - KlD + (Q)Dzls

The matrix 51 tends to - reﬁder G, (s) diagonal
as |s| » =, so tends to align tge characteri-
stic directions of G,(s) with ‘the standard
basis vectors. . Matrices Dj and Dy, which ure
diagonal, can be used to -adjust the weighting
between zero and infinite frequencies in each
column of Q(s) = G, (s)G (s). Consequently
the controller eli nates steady-state error
by ernsuring that at .low frequencies, the
moduli of all characteristic loci are large
as ]sJ + 0. High frequency interaction is
also reduced by use of a. sub-controller of
this: form.

The very nature of the iterative characteristic loci
design procedure, as is the case for other multi-
variable frequency domain design techniques, may in



fact limit its use. This is because to effectively
utilize the technique requires the use of a digital
computer with a visual display unit. Not to men-
tion the vast number of man-hours required to 7
develop the necessary software for implementation.
Notwithstanding this limitation, to gain some
appreciation of the actual procedure involved i.
designing the series of sub-controllers the various
phases that are involved will be summarized:

a) Stability phase - This involves determination
of the right-half plane zeros in the open
loop characteristic polynomial. Closed loop
stability is then assessed for a gain, k,
applied to each loop. This is done by :
inspecting a display of the loci of Gp(jw) in
the form of a Nyquist plot relative to the
critical point (-1/k,0) for a finite number
of frequencies.

b) Integrit hase = The same procedure as
employed in the stability phase except that
the encirclement theorem (stability check) is
applied to the characteristic loci of the
principal submatrices of Q(jm). Specifically
when applied to the diagonal element qii(jw)
of Q(jw), the theorem establishes the stabi-
lity margin when all loops except loop "i"
are open. This analysis plus that of the
stability phase provides an excellent indica-
tion of the stable operating regions for all
possible combinations of loop gains ki, i =
1,2, ... m. Should integrity be poor, a
controller factor k;(s) is synthesized and
the stability phase is then repeated.

c) Interaction phase - Once the stability and
integrity requirements have been satisfied
the amount of interaction can be assessed
from plots of |qi(jw)| vérsus w and 64 (jw)
versus w for i = 1,2, ... m where the set
{qi(jw)} represents the characteristic loci
of Q(jw) and 64(jw) is the minimum angle of
misalignment between the standard basis vec-
tor ej and'the characteristic directions,

i wy(jo) of Q(ju) for all j. Interaction can#
be suppressed by insuring that either
|q1(jm)| >> 1 or 64{(jw) =0 for i = 1,2, ...
m. If the degree of interaction is not
acceptable, compensation by means of a con-
troller factor G, (s) is designed and the
stability phase is repeated.

d) Performance phase - Finally when the major
design considerations of stability, integrity,
and interaction have been satisfied, compen-
sation by applying single loop techniques to
the diagonal elements of Q(s) can be under-
taken. It is in this phase that' the final
loop gain values are tuned to give the
controller factor ECi(s) = diag Gcy-

As noted previously such a design procedure
involves man-computer interaction by means of a
visual display unit. Consequently, the experience
of the control engineer will significantly influ-
ence the detailed steps and types of sub-
controllers employed in achieving a final control
system design. The reader interested in gaining a
further appreciation of this technique should study
the examples presented by Belletrutti (8) and

-

Belletrutti and MacFarlame (7,10). Unfortunately
because of the large amount of software development
that is necessary to employ this, or for that
matter any of the other multivariable frequency
domain design techniques, the adoption of such
design procedures is likely to be slow.

CONCLUSION

The improved control behaviour that can be achieved
using combined feedforward-feedback control is well
known so consequently the specification of=such a
control strategy is becoming commonplace in most
organizations. However, this is not so for the
multivariable frequency domain design techniques
for developing control schemes. The non-
interacting/decoupling design approach has found
some application to industrial control problems but
not the characteristic loci, or for that matter
either of the Nyquist array techniques. This was
the finding of Rijnsdorp and Seborg (3) in a survey
prepared for the Engineering Foundation Conference
on Chemical Process Control held in January, 1976.
This lack of acceptance is in part due to the
investment of time and resources required to imple-
ment the software to effectively utilize these
design ‘procedures. Furthermore, with the present
lack of experimental evaluations of these techniques,
such as the study of Kuon (22), the reluctance of
designers to employ such' techniques is understand-
able.

With the availability of process control computers
has come the development of robust on-line

adaptive techniques which involve estimation and
control. Typical of these single variable techniques
are the self-tuning regulator developed by Astrim
and co-workers (39) at the Lund Institute of Techno-
logy in Sweden and the self-tuning controller of
Clarke and Gawthrop (40). Successful industrial
applications of the self-tuning regulator approach
have been reported in the mineral (41) and pulp and
paper (42) industries. Availability of process
control computers has also seen the development of
multivariable control strategies based on steady
state models. Using the data acquisition capability
of the computer, static model calculations are made
at frequent intervals (e.g. a few seconds) and the
set points of several control loops adjusted. Also
employed are on-line estimation procedures for
periodic updating of model parameters.
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