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Preface

This volume contains selected papers from LOPSTR 2003, the 13th Interna-
tional Symposium on Logic-Based Program Synthesis and Transformation. The
LOPSTR series is devoted to research in logic-based program development. Par-
ticular topics of interest are specification, synthesis, verification, transformation,
specialization, analysis, optimization, composition, reuse, component-based soft-
ware development, agent-based software development, software architectures,
design patterns and frameworks, program refinement and logics for refinement,
proofs as programs, and applications and tools.

LOPSTR 2003 took place at the University of Uppsala from August 25 to
August 27 as part of PLI 2003 (Principles, Logics, and Implementations of High-
Level Programming Languages). PLI was an ACM-organized confederation of
conferences and workshops with ICFP 2003 (ACM-SIGPLAN International Con-
ference on Functional Programming) and PPDP 2003 (ACM-SIGPLAN Interna-
tional Conference on Principles and Practice of Declarative Programming) as the
main events. The LOPSTR community profited from the shared lectures of the
invited speakers, and the active scientific discussions enabled by the co-location.

LOPSTR 2003 was the thirteenth in a series of events. Past events were held
in Manchester, UK (1991, 1992, 1998), Louvain-la-Neuve, Belgium (1993), Pisa,
Italy (1994), Arnhem, The Netherlands (1995), Stockholm, Sweden (1996), Leu-
ven, Belgium (1997), Venice, Italy (1999), London, UK (2000), Paphos, Cyprus
(2001), and Madrid, Spain (2002).

I wish to thank the PLI Organizing Committee and especially Kostis Sago-
nas for welcoming LOPSTR as part of PLI 2003 and taking care of the many
organizational matters. Special thanks go towards Roland Bol for taking care of
LOPSTR specific matters in Uppsala, towards Wim Vanhoof for assistance with
the Program Chair work, and towards Qiang Fu for the help in preparing this
volume. The sponsorship of the Association for Logic Programming (ALP) is
gratefully acknowledged, and the LNCS team of Springer-Verlag is thanked for
publishing this volume with the selected and revised papers. Last but not least,
authors, PC members and additional reviewers are thanked for all the work that
went into preparing this selection of revised papers.

Out of 32 submissions, the program committee selected 18 works for presen-
tation; 16 were revised and submitted for this volume. The program committee
selected 12 of them for inclusion in this volume. In addition, a paper based on
the invited talk of Michael Leuschel is included as well as some abstracts based
on the other papers presented at LOPSTR.

The preproceedings were printed in Uppsala and are also available at
http://www.cs.kuleuven.ac.be/ dtai/lopstr03/, a page with all information about
LOPSTR 2003.

March 2004 Maurice Bruynooghe
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Inductive Theorem Proving
by Program Specialisation:
Generating Proofs for Isabelle Using Ecce

Helko Lehmann and Michael Leuschel

Department of Electronics and Computer Science
University of Southampton
Highfield, Southampton, SO17 1BJ, UK
{hel99r,mal}@ecs.soton.ac.uk

Abstract. In this paper we discuss the similarities between program
specialisation and inductive theorem proving, and then show how pro-
gram specialisation can be used to perform inductive theorem proving.
We then study this relationship in more detail for a particular class of
problems (verifying infinite state Petri nets) in order to establish a clear
link between program specialisation and inductive theorem proving. In
particular, we use the program specialiser ECCE to generate specifica-
tions, hypotheses and proof scripts in the theory format of the proof
assistant ISABELLE. Then, in many cases, ISABELLE can automatically
execute these proof scripts and thereby verify the soundness of ECCE’s
verification process and of the correspondence between program special-
isation and inductive theorem proving.

1 Introduction

Program specialisation aims at improving the overall performance of programs
by performing source to source transformations. A common approach, known
as partial evaluation [8], is to exploit partial knowledge about the input by
precomputing parts of the program. In the context of logic programming, par-
tial evaluation is sometimes called partial deduction and is achieved through a
well-automated application of parts of the Burstall-Darlington unfold /fold trans-
formation framework.

The relation between program specialisation and theorem proving has already
been raised several times in the literature [23,7,24,21]. In this paper we will
examine in closer detail the relationship between partial deduction and inductive
theorem proving.

Partial Deduction. At the heart of any technique for partial deduction is a
program analysis phase: Given a program P and an (atomic) goal < A, one
aims to analyse the computation-flow of P for all instances «+— A8 of «+ A. Based
on the results of this analysis, new program clauses are synthesised.

M. Bruynooghe (Ed.): LOPSTR 2004, LNCS 3018, pp. 1-19, 2004.
© Springer-Verlag Berlin Heidelberg 2004



2 Helko Lehmann and Michael Leuschel

In partial deduction, such an analysis is based on the construction of finite
and usually incomplete!, SLD(NF)-trees. More specifically, following the foun-
dations for partial deduction developed in [17] (see also [12] for an up-to-date
overview), one constructs

— a finite set of atoms S = {41,...,4,}, and
— a finite (possibly incomplete) SLD(NF)-tree 7; for each (P U {« 4;}),

such that:

1) the atom A in the initial goal +— A is an instance of some A; in S, and
2) for each goal <~ By, ..., By labelling a leaf of some SLD(NF)-tree 7;, each
B; is an instance of some A; in S.

The construction of the set S is referred to as the global control, while the
construction of the trees 7; are called the local control. The conditions 1) and
2) are referred to as closedness and ensure that together the SLD(NF )-trees
T1,...,7Tn form a complete description of all possible computations that can
occur for all concrete instances +— A# of the goal of interest. F inally, a code
generation phase produces a resultant clause for each non-failing branch of each
tree, which synthesises the computation in that branch. This phase also typically
generates a fresh predicate name for every element of the set S and rename the
clauses in an appropriate manner.

The approach has been generalised to specialising a set of conjunctions rather
than just atoms in [4]. The basic principle remains roughly as outlined above;
the only difference being that we have a set S of conjunctions rather than atoms
and that the closedness condition becomes slightly more involved to allow the
leaf goals < By, ..., By to be split up into sub-conjunctions. This technique has
been implemented within the program specialiser ECCE [15,4] . An overview of
control techniques that are used in partial deduction and conjunctive partial
deduction in general and by ECCE in particular, such as determinacy, homeo-
morphic embedding, or characteristic trees, can be found in [12].

A Small Example. Let us illustrate conjunctive partial deduction on the fol-
lowing simple program.

even(0).
even(s(X)) :- odd(X).
odd(s(X)) :- even(X).

Suppose we only wish to use this program for queries of the form «+ C
with C' = even(X) A odd(X) Conjunctive partial deduction can then specialise
this program by constructing the incomplete SLD-tree for «+ C depicted in

! As usual in partial deduction, we assume that the notion of an SLD-tree is generalised
[17] to allow it to be incomplete: at any point we may decide not to select any atom
and terminate a derivation.
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Q_dQ(QJ odd(Y),odd(s(Y)) : instance

i (after re-ordering)
’

o
fail odd(Y),even(Y)

Fig. 1. Specialisation of even-odd

Fig. 1. The set S mentioned above would simply be S = {C}. Supposing that
we produce the new predicate name even_odd for C, the specialised program we
obtain, is:

even_odd(s(X)) :- even_odd(X).

It is immediately obvious that even_odd(X) will never succeed, and hence
that no number is even and odd at the same time. The ECCE system [15, 4]
basically produces the above result? and can also automatically infer the failure
of even_odd(X) by applying its bottom up more specific program construction
phase [18] in the post-processing.

Inductive Theorem Proving. Now, the above result corresponds to an induc-
tive proof showing that no number can be both even and odd. The left branch of
Fig. 1 corresponds to examining the base case X = 0, while the right branch cor-
responds to the induction step whereby even(s(Y)), odd(s(Y)) is rewritten into
the equivalent odd(Y'), even(Y) so that the induction hypothesis can be applied.

In a sense the conjunctive partial deduction has identified a working induction
schema and the bottom-up propagation [18] has performed the induction proper.
This highlights a similarity between partial deduction and inductive theorem
proving. Indeed, in the induction step of an inductive proof one tries to transform
the induction assumption(s) for n+ 1 using basic inference rules so as to be able
to apply the induction hypothese(s) and complete the proof. In partial deduction,
one tries to transform the atoms in A (or conjunctions for conjunctive partial
deduction) by unfolding so as to be able to “fold” back all leaves. The set of
atoms A thus plays the role of the induction hypotheses and resolution the role
of classical theorem proving steps. In summary,

— there is a striking similarity between the control problems of partial deduc-
tion and inductive theorem proving. The problem of ensuring A-closedness is
basically the same as finding induction hypotheses where the induction “goes
through.” Many control techniques have been developed in either camp (e.g.,
[1] for inductive theorem proving) and cross-fertilisation might be possible.

2 Using the default settings, ECCE produces a slightly bigger specialised program be-
cause it does not re-order atoms by default. But the overall result is the same.
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— if basic resolution steps correspond to logical inference rules one may be able
to perform inductive theorem proving directly by partial deduction.
The only difference is that unfolding steps are not guaranteed to decrease
the induction parameter, so program specialisation is only guaranteed to
perform valid inductive theorem proving if the predicates to be specialised
are inductively defined.

A More Complicated Example. Let us now have a look at a slightly more
involved example. The following is a simple theory expressed in the proof as-
sistant ISABELLE [19]. (We will provide more details about ISABELLE later in
the paper.) The theory defines a datatype for binary trees and then defines the
function mirror which simply produces the mirror image of tree (i.e., reversing
left and right children for all nodes). We then define a lemma stating that ap-
plying mirror twice produces the same result and then instruct Isabelle to use
induction on the tree in order to show this lemma.

theory ToyTree = PreList:

datatype ’a tree = Tip oo

| Node "’a tree" ’a "’a tree"
consts mirror :: "’a tree => ’a tree"
primrec

"mirror([]) = [1"

"mirror((Node 1s x rs)) = Node (mirror(rs)) x (mirror(ls))"
lemma mirror_mirror [simp]l: "mirror(mirror(xs)) = xs"
apply (induct_tac xs)

Loading this theory int ISABELLE results in the following output:

proof (prove): step 1
fixed variables: xs

goal (lemma (mirror_mirror), 2 subgoals):
1. mirror (mirror []1) = []
2. !!treel a tree2.
[| mirror (mirror treel) = treel; mirror (mirror tree2) = tree2 |]
==> mirror (mirror (Node treel a tree2)) = Node treel a tree2

It is now possible to use ISABELLE to prove this lemma, by interactively
performing the required rewriting steps and twice applying the induction hy-
pothesis?.

Let us now try to achieve the same result using program specialisation. First,
we have to encode the mirror function and the lemma as a logic program:

mirror (tip,tip).
mirror(tree(L,N,R),tree(RR,N,RL)) :- mirror(L,RL), mirror(R,RR).
lemma(X,R) :- mirror(X,Z),mirror(Z,R).

3 E.g., first calling the simplifier apply(simp) and then the automatic prover
apply (auto) will perform the required proof steps.
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mirror_conj__2(A,C) == }
{ mirror(A,B),
! .‘,\\... = s —

lemma__1(AB)==} .. ... ... ..
{rr(AB) ]

mirror(A,B),
| mitror(B.C

mirror(A,B),
| mirror(C,D),
{ mirror(tree(D.E J

{ mirror(A,B), |
mirror(C,D), |
| mirror(D,E), |
] B.F

Fig. 2. ECCE specialisation tree for mirror

Now, one would like to be able to infer that for all valid trees the the second
argument of lemma must be identical to the first argument. Surprisingly this
is exactly what we obtain when we specialise the above program for the call
lemma(X,R) using the ECCE program specialiser (with the most specific version
[18] postprocessing enabled):

/* Transformation time: 130 ms */
/* Specialised Predicates:
lemma__1(A,B) :- lemma(A,B).

mirror_conj__2(A,B) :- mirror(A,C1), mirror(Ci,B). */
lemma(A,A) :- mirror_conj__2(A,A).
lemma__1(A,A) :- mirror_conj__2(A,A).

mirror_conj__2(tip,tip).
mirror_conj__2(tree(A,B,C),tree(A,B,C)) :-
mirror_conj__2(A,A), mirror_conj__2(C,C).

Again, ECCE has managed to rewrite the lemma in such a way that the
induction hypothesis could be applied (in this case it was applied twice as can be
seen from the two instances of mirror_conj__2 in the last clause of the specialised
program). The specialisation tree produced by ECCE can be seen in Fig. 2. The
dashed arrows indicate a descendance at the global control level (see, e.g., [12]),
whereas the solid arrows indicate unfolding steps. By carefully inspecting the
proof trace of ISABELLE and the specialisation tree of ECCE it turns out that
there is a one-to-one correspondence between the steps performed by Isabelle
and by ECCE.

An obvious question is now whether there is a systematic way to exploit this
correspondence? In the next sections we show how ECCE can be used to perform
inductive theorem proving as applied to verification tasks and how the special-
isation trees produced by ECCE can be automatically translated into induction
schemas for the proof assistant Isabelle [19].



