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computations when, as in the case of OPEC price increases, consumer
price inflation overstates the dollar returns to operational investments.
Chapter 4 uses financial data for a sample of corporations to trace the
changing weights of growth, cyclicality, debt, dividend payout, and other
factors in security market valuations, and from these weights computes
an index of the cost of capital for business investment.

““Keynesian’’ has become a bad word. Politicians and pundits, who
probably have never read J. M. Keynes, blame his economics for all the
discontents of the day. Economic theorists who have read Keynes find
his influence at the root of mammoth analytic errors. As a beginner in
economics in college I cut my teeth on Keynes’s General Theory. Over
the forty-odd years since, I have been a friendly critic or a critical friend.
I have tried to play some part in correcting, amending, extending, and
generalizing Keynes’s analysis, and in constructing the ‘‘neoclassical
synthesis”” of Keynesian and price-theoretic traditions in macroeco-
nomics. In part I, the message of chapters 5 and 6 is that neither recent
economic history nor latter-day classical counter-revolutions in economic
theory have rendered obsolete the central propositions of Keynesian
macroeconomics. [This is the theme of my book Asset Accumulation
and Economic Activity (Oxford: Basil Blackwell; and Chicago: Univer-
sity of Chicago Press, 1980).]

An earlier controversy in monetary theory was provoked by Milton
Friedman’s brand of monetarism, beginning in the mid-1960s. I entered
the lists, perhaps all too often, as the eclectic Keynesian challenging the
extreme theoretical and empirical claims of Friedman and other mone-
tarists. Chapters 7-9 continue a sequence of articles republished in vol-
ume 1. Chapter 7 questions on empirical grounds Friedman’s ‘‘permanent
income’’ theory of the demand for money; he abandoned the theory
about the same time—probably not because of this article! In 1970-1971
Friedman, responding to widespread and long-unsatisfied interest, pub-
lished in the Journal of Political Economy two articles expounding the
conceptual and theoretical basis of his monetarist doctrines. Chapter 8
was my contribution to the subsequent symposium. At issue is whether
fiscal policies and other nonmonetary shocks can, in the absence of
accommodative changes in money supplies, systematically alter aggre-
gate demand, output, and prices. I argued against Friedman's essentially
negative answer. Chapter 9 is a sequel in the same controversy, ques-
tioning a back-up monetarist position that fiscal policies have transient
effects that are wiped out in time by the growth of public debt.

The first two chapters of part II continue the same subject: the effects
of fiscal and monetary policies, short run and long run, on output, prices,
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interest rates, and capital formation. The more ambitious is chapter 11,
a thorough-going exposition of the macroeconomic theory of an economy
with three imperfectly substitutable kinds of assets available to savers,
namely, money, bonds, and capital.

In chapter 13 Martin Baily and I considered whether public service
employment or wage subsidies to private employers could be axvanam
to increase employment in aggregate. The obvious affirmative answers
are naive, and ‘‘natural rate’’ theories suggest that these interventions
will not alter employment or unemployment, only their distribution. Our
verdict was cautiously optimistic. Chapter 14 takes a nonapocalyptic
view of the size and growth of the public sector in the United States and
argues against freezing fiscal rules into the Constitution. I wrote chapters
15 and 16 while spending the year 1972-1973 at the.University of Nairobi,
Kenya; they seek to use economic analysis on matters that were in the
forefront of professional and public discussions of policy at the time.
Chapter 17 reprints the attempt my colleague Bill Nordhaus and I made
to conceptualize and illustrate a national Measure of Economic Welfare.
The approach turned out to be popular not only in this country but in
Japan and elsewhere. Much more ambitious and thorough statistical ef-
forts to construct measures of this kind are in process.

My interest in international monetary economics and policies owes a
great deal to my friend and colleague Robert Triffin, and to my special
responsibilities on these matters when I served on President Kennedy’s
Council of Economic Advisers in the early 1960s. The framework of
chapter 18 is one of my reactions to the problems of balance of payments
adjustment, and to the conflicts of interest these problems generate be-
tween countries. The floating exchange rate regime of the 1970s changed
the game; the problems and conflicts are the same but show up in different
guises. My offbeat reform proposal is set forth in chapter 20. Preceding
it is a theoretical article on exchange rates, which extends to an inter-
national setting the macroeconomic modeling framework of chapter 11.

In part IV, four of the five essays were related to a crusade that
engaged me in the mid-1960s. In addition to structural antipoverty strat-
egies—measures to preserve and improve human capital and to assure
equal opportunity—I favored, as I do now, some income redistribution
via taxes and transfers. A national negative income tax seemed, as it
does now, a very good way to accomplish humanitarian goals while
minimizing perverse incentives with respect to work, family stability,
and migration. Chapter 24 goes one step further by integrating welfare
transfers or ‘‘negative taxes’’ with the regular positive income tax. Chap-
ter 25, given as the Henry Simons Lecture at the University of Chicago
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PREFACE

The papers in this volume were mostly written and published since 1974,
although several earlier ones, including one {chapter 24) not previously
published, are included. This is the third volume of my professional
papers in economics, collected under the general title Essays in Econom-
ics; volume 1 bore the subtitle Macroeconomics (Chicago: Markham,
1971; revised edition New York: North-Holland, 1974); volume 2, the
subtitle Consumption and Econometrics (New York: North-Holland,
1975). The three volumes do not encompass less scholarly essays on
economic policy intended for a popular audience. I have previously
published a collection of such papers in National Economic Policy (New
Haven: Yale University Press, 1966).

The bulk of the present volume, parts I-III, consists of papers in
macroeconomics written after the preparation of volume 1. Exceptions
are chapters 7, 12, and 18. These are earlier papers now included because
they are substantively related to the later articles with which they are
grouped.

Part IV gathers together five articles on weifare and inequality. These
are related both to my interest as an economist in these subjects and my
concern as a citizen with welfare and tax reforms, and with policies to
diminish poverty, discrimination, and inequality. Consequently they are
close to, perhaps even beyond, the line separating professional papers
from popular policy-oriented pieces that these volumes were designed to
respect. If any of them cross the line, I hope the reader will excuse me,
and perhaps also for chapter 14 in part 1II, which combines economic
analysis, statistical narrative, and political opinion.

Part V is of a different character altogether. The essays, either book
reviews or memoirs, concern six distinguished economists.

The monetary papers of part I fall into three groups. The first four
expound, and apply to the stagflationary economy of the 1970s, a frame-
work for monetary analysis set forth in a number of the essays published
in volume 1. I stress the systematic variation and unpredictable volatility
of the velocity of monetary aggregates, the persistence of inflationary
trends in the face of monetary contraction, the importance of equity
prices in the climate for real investment, the effects of monetary policy
on equity prices, and the misleading nature of simplistic real interest rate



Law School in 1970, is on a different but related subject. It is interesting
that public sentiment in a democracy demands egalitarian distribution of
some goods and services and some obligations while also tolerating and
even welcoming vast differences in total income and wealth.

As a student and practitioner of economics, I have always enjoyed
reading what economists said about each other and discovering the hu-
man side of the authors whose scientific works I studied. Biographical
portraits by Keynes, Schumpeter, and Samuelson are works of art, re-
vealing of the artists as well as of their subjects. Though their examples
inspire me to include part V in this collection, I do not pretend to join
their league.

Alvin Hansen was for me a teacher and mentor, and then for another
quarter-century a friend. Kermit Gordon, my contemporary, I knew for
many years prior to an intimate working relation in Washington in 1961-
1962, which cemented a close friendship for the rest of his life. Harry
Johnson was also a very good friend from 1948 until his death in 1977,
though mostly at a distance after our common experiences in early post-
war Cambridge, England. Paul Douglas I knew less well but admired
from afar. The other two are fortunately still living. The brief piece on
Milton Friedman, on the occasion of his Nobel award, speaks my genuine
admiration of his scientific contributions, transcending the dissents from
his monetary theories and policies expressed elsewhere. A long friendship
with Ken Galbraith, characterized fundamentally by mutual respect, has
survived irreverent disagreements of the kind expressed in my book
review (chapter 31).

Several of the essays were, as indicated in the contents, written jointly
with others. I thank all my coauthors both for their pleasant and fruitful
collaborations and for their consents to publish our joint work in this
volume. As on many previous occasions, including the two previous
collections of essays, the help of my secretary, Mrs. Laura Harrison, has
been indispensable. I am grateful to the MIT Press for suggesting the
assembly of anather valume and for patiently putting it together. Finally,
I acknowledge with thanks permissions to reprint here articles originally
published in American Economic Review, American Enterprise Institute,
American Philosophical Society, Ballinger Publishing Co., The British
Academy, Brookings Institution, Daedalus, Eastern Africa Economic
Review, Economic Inquiry, The Economist, The Industrial Conference
Board, Journal of Development Economics, Journal of Finance, Journal
of Law and Economics, Michigan State University, the MIT Press,
Nationa} Burean of Economic Research, North-Holland Publishing Co.,
Princeton University Press, Quarterly Journal of Economics, Southern
Economic Journal, Yale Law Journal, and The Yale Review.

Part I
MONETARY THEORY AND POLICY
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Monetary Policies and the Economy:
The Transmission Mechanism*

JAMES TOBIN
Yale University

1. Introduction

My subject is the process by which monetary policies are transmitted into
changes in expenditures for Gross National Product. My account will be
selective, and far from complete. I will concentrate on certain links between
financial variables and demands for goods and services. I will say relatively
little about the other part of the story, how the various instruments at the
disposal of the central bank affect the financial variables. I don’t have time to
do both, and the proximate mechanisms of monetary control seem to me to be
less important and less controversial.

As to controversy, it will be clear to you that [ am presenting an account
of the transmission process which is an alternative to monetarism. But [ have,
for the most part, resisted the temptation to point out the differences of view,
preferring to let you the listeners infer them from my exposition of my own
theories. It will suffice to remark at the outset that I clearly do not subscribe to
the prevalent view that what the central bank does is to control the money
supply, which in turn determines money income and prices. 1 would say
instead that the central bank controls some short-term money-market interest
rates and/or reserve aggregates and that these variables simultaneously affect
other interest rates and financial quantities, GNP expenditures, and monetary
aggregates.

Much of what I shall argue is not new but old-fashioned. I refer particu-
larly to the attention I shall give in the second and third parts of the paper to
credit, as distinct from money, i.e., to the asset, as well as the liability, ac-
counts of commercial banks and other intermediaries. The first section con-
cerns the link between asset valuations and capital spending. The second

*Invited address, Southern Economic Association meetings, Atlanta, Georgia, October
18, 1976. I am indebted to William Brainard and John Ciccolo for help with this paper.

Reprinted by permission from Southern Economic Journal 44(3) (January 1978):421-431.



422 James Tobin

section deals with ways in which credit availabilities aftect the spending of
liquidity-constrained households and firms. The final section concerns some
implications of the role of commercial banks in financing the working capital
requirements of business customers.

II. Asset Valuation and Capital Spending

In 1965 the bond and stock markets valued the real capital of U.S. nonfinan-
cial corporations at almost 170% of its replacement cost. In 1974, the same
ratio was 75%.' In 1966 fixed nonresidential investment was 10% of the
capital stock, valued at replacement cost. In 1975, it was 8%. The figures are
illustrative of a general positive correlation between the market value/replace-
ment cost ratio and the rate of investment.
The correlation is scarcely surprising. As Keynes wrote in The General
Theory,
. . . The daily revaluations of the Stock Exchange, though they are primarily
made to facilitate transfers of old investments between one individual and
another, inevitably exert a decisive influence on the rate of current invest-
ment. For there is no sense in building up a new enterprise at a cost greater
than that at which a similar existing enterprise can be purchased; whilst
there is an inducement to spend on a new project what may seem an extrav-
agant sum, if it can be floated off on the Stock Exchange at an.immediate
profit. [3, 151]

The ratio of market value to replacement cost is a summary measure of
one important impact of financial markets on purchases of goods and services,
in particular durable goods. I have, not very imaginatively, called the ratio g,
and a couple of irreverent former students have given me a gaudy T-shirt
with the legend "'q is all that matters” in front and the team identification "Yale
School” in back. Well, g is not all that matters, but it does matter. I would say
the same for M.

In equilibrium g has a normal value—one in a purely competitive econ-
omy with constant returns to scale—which sustains capital replacement and
expansion at the natural growth rate of the economy. In practice, even leaving
aside statistical quirks, the normal value exceeds one by the capitalized value
of rents or monopoly profits. In the short run, events, policies, and expecta-
tions move 4 up and down, creating or destroying incentives for capital
investment. Among those determinants is monetary policy. It is certainly not
the only factor. But whether the central bank is seeking to influence invest-
ment spending on its own, or merely to counter other disturbances, q is an
indicator it should watch.

1. These are estimates made by Professor John Ciccolo of Boston College. The estimates of
the Council of Economic Advisers [2] are 136% for 1965 and 84% for 1974. The two series agree
in general contour, but the CEA series has smaller variance.
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The theory is simple and straightforward. One way to look at ¢ is that it
represents the comparison between, on the one hand, the marginal efficiency
of capital, the internal rate of return on investment at its cost in the commod-
ity markets, and on the other, the financial cost of capital, the rate at which
investors discount the future returns from such investment. In pages of the
General Theory other than the one cited, Keynes gave the misleading impres-
sion that investment is inversely related to the level of “the rate of interest.”
His condition that the marginal efficiency of capital equal the interest rate
determines the equilibrium stock of capital. In such a long-run equilibrium,
net investment will be zero in a stationary economy, or in a growth equilib-
rium enough to expand the capital stock at the natural growth rate. Tn
Keynesian short runs, marginal efficiency of capital and interest rate diverge.
Investment is related to the difference or ratio of the two rates rather than to
their absolute levels.

How can they ever diverge? Why doesn't arbitrage always close instan-
taneously any incipient gap between the present value of returns from invest-
ment projects, calculated with market discount rates, and their cost? What
keeps the rate of investment within finite bounds when q exceeds one, or
above zero when ¢ fails short? Why, in other words, is the stock of capital
ever out of equilibrium relative to the interest rate?

The answer surely is that investment takes time and that the acquisition
and installation of capital goods costs mare, both on average and on the mar-
gin, for both individual firms and the economy at large, the faster the capital
stock is expanded. If these adjustment costs are added to the normal costs of
the capital goods, then a g-like ratio so calculated may always be 1, but it
takes variation in the speed of investment to keep it so. I trust that this
explanation will satisfy purists who cannot bring themselves to believe that
arbitrage opportunities can stand, even temporarily, as incompletely exploited
incentives. Personally, I think that can happen, simply because it takes time
for those individuals and bureaucracies in a position to exploit such oppor-
tunities to act.

An economy-wide calculation of g conceals the immense variation of the
ratios for individual firms and diverse capital goods. When aggregate g is
low, many firms and many kinds of capital bear s which discourage all gross
investment, even for replacement. But gross investment cannot be negative.
The frequency of firms in this position is smaller when aggregate ¢ is high.
This non-linearity of aggregation reinforces the economy-wide relation of
investment and ¢.2 .

What is “the interest rate’”” whose divergence from the marginal efficiency
of capital regulates investment? It is the discount rate implicit in the market
valuation of securities which are claims to the capital stock and its future

2. See [4] for more discussion of the relationship of g to investment and for some disaggre-
gated estimates of 9.
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earnings. It is a rate appropriate for valuation of streams of future returns
with the time patterns, uncertainties, and covariances of business cash flows.
Itis not the interest rate on long-term government bonds, or even on fong-term
corporate bonds, or any other interest rate on fixed-money-value contracts.
Here Keynes in the General Theory misled readers who took literally a
convenient simplifying assumption. Since businesses are at least partly fi-
nanced by shareowners, the rate required to induce them to take the risks of
equity capital is clearly relevant.

The true financial cost of capital is some combination of bond, equity,
and other rates. It cannot be represented by any single rate. The full cost of
bond finance, for example, cannot be calculated without allowing for the
effects of additional indebtedress on share prices. We do not have to follow
Modigliani and Miller in their contention that one financial structure for the
corporation is as cheap as any other. All we need is the proposition that if the
optimal allocation of finance among equity, bonded debt, and other liabilities
has been attained, the cost of additional finance on the margin is the same for
all financial sources in use. Since the optimal financial structure will differ
from one firm to another, so will the relevant mix of market rates.

How does the central bank affect the cost of capital and ¢? Its influence is
indirect but powerful. It operates through a chain, or network, of asset sub-
stitutions. Corporate bonds and equities are imperfect substitutes for each
other and for other assets in the portfolios of many investors. The other assets
include deposits in banks and other intermediaries, and short-term Treasury
or commercial paper. The central bank operates in the first instance on the
rates on short-term fixed-money-value instruments. Via portfolio substitu-
tions, affected both by the current jevels of these rates and by expectations of
their future paths, monetary operations are transmitted to bond rates and
equity yields.

The linkage is loose, and there is plenty of opportunity for slippage.
Evénts and shocks other than monetary policies affect the cost of capital.
Consider, for example, increase in generally perceived uncertainties of busi-
ness earnings, or diminished willingness of investing individuals and institu-
tions to take these risks. The cost of capital will rise, g will fall, independently
of monetary policy. Of course, the ratio g will also vary, independently of
monetary policy, as estimates of future earnings change. These are systemati-
cally related to other economic variables, but Keynes rightly emphasized also
the subjectivity and volatility of the marginal efficiency of capital.

Business firms making investment decisions are interested in the g for
specific incremental investments, not in the average g for the firm, much less
for the whole economy. The relevant comparison is this: An investment
costing a million dollars in the commodity markets is considered. When the
prospective earnings are evaluated by the securities market, will they add at
least a million dollars to the value of the firm? If so, the investment can be

MONETARY POLICIES AND THE ECONOMY 425

undertaken—~financed by some combination of security issues and retained
earnings—without decreasing, but possibly increasing, the equity of the
existing shareholders.

It is easy to imagine cases where marginal ¢'s differ from average.
Indeed, if capital investment were generally Schumpeterian in nature, em-
bodying new processes or products that render existing capital, perhaps also
existing firms, obsolete, this would typically be the case. Less dramatic exam-
ples are the following: Increases in energy costs or anti-pollution standards
simultaneously lower the average q's of energy-using industries while raising
the marginal ¢'s for energy-saving or environmental- protecting investments.
An increase in tax credit for new investments raises marginal more than
average 4's.

Since it is average 4’s that can be most easily estimated statistically, their
usefulness depends on a reliable relationship of average g’s to unobserved
marginal q's. Confidence in such regularity will be much greater if most
investments involve capital goods which are close substitutes for existing
stocks. This is an empirical matter. Econometrically, there is a good relation-
ship of investment to 4's, with lags distributed over eight quarters and with
an elasticity of about .8 [1).

As previous remarks already suggest, we make an even stronger abstrac-
tion of aggregation in speaking of one “g” for the economy as a whole than in
speaking of “'the rate of interest.” Estimating ¢'s for a cross section of indi-
vidual companies with listed stocks, my colleague William Brainard and [
found the standard deviation to be only slightly less than the mean value {4[.
The concept can also be applied outside the corporate sector. Existing houses,
for example, are traded and valued in a thriving market. The valuations pre-
sumably reflect a capitalization of future net rentals, actual or imputed. The
incentive for new building can be measured by comparing the value of old
homes with the cost of building new ones. The new ones won't be duplicates
of the old, but will be close functional substitutes. We could expect residential
investment to be sensitive to the housing 4. Probably, as Keynes suggested,
the vajuation of houses depends on expected rentals and the mortgage rate;
but other factors—rationing of mortgage credit, taxes, expected inflation in
real estate prices—are also relevant. A similar mechanism applies for auto-
mobiles and other consumer durables.

I turn now to the effects of inflationary expectations on q. The first
approximation is that there are none. This answer applies for a change in
expected inflation which applies to the future prices of all commodities, does
nat alter expectations of relative prices or other real magnitudes, and is fully
reflected in nominal interest rates and discount factors. After all, the goods
value of claims to goods should be independent of the money price of goods.
But there are several other factors leading to somewhat contradictory modi-
fications of the first answer. Given the real quantity of money or of the
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monetary base, an increase of expected inflation lowers the real interest rate
on money, pulls other real interest rates down in sympathy, and raises g. The
neutrality of the conventional story—which says that nominal interest rates
rise point-for-point with expected inflation—requires restrictive morietary
intervention by the central bank. There are other reasons why a change in the
inflation rate will not be neutral, given the overlap of debts, tax valuations,
and other dollar magnitudes geared to the old inflation rate. One reason for
non-neutrality of great current relevance in the United States is the following:
If the public believes that inflation will induce strong deflationary counter-
measures by the central bank, it is understandable why inflationary news is
bad for the stock market and for 4.

One warning [ would like to emphasize: Naive calculations of Fisherian
real rates of interest are very unreliable indicators of financial incentives for
real investment. It is easy to subtract moving averages of inflation rates from
nominal interest rates on bonds, bills, and loans and obtain zero or negative
real rates. The fallacy is the implicit assumption that at those nominal rates
actual live borrowers have, or perceive themselves as having, operational
opportunities to earn without risk dollar returns equalling or exceeding those
rates of inflation. 1f such opportunities had been available during recent
double-digit inflation, there would not have been a stock market collapse
which took g down to .7 or a collapse of residential construction. It is not in
fact possible to invest in the GNP Deflator or to hoard the basket of goods,
services, and taxes valued by the Consumer Price Index. Moreover, 1 repeat
my earlier point that the absolute level of interest rates is of no particular
consequence by itself. It is important only in comparison with the marginal
efficiency of capital. Although this is in the long run governed by such funda-
mental factors as technology and capital/labor ratios, in the short run it is, as
Keynes emphasized, a highly variable and psychological magnitude. It is
hard to imagine any proposition more divorced from experience than the cur-
rently fashionable proposition that marginal efficiency of capital and real
interest rates are always equal to each other and constant.

I11. Liquidity Constraints and Credit Policy

In the theory I have just outlined, I have spoken as if savers and investors
choose freely among aiternative financial and real assets, taking long or short
positions constrained only by their net worth and the balance sheet identities.
I also assumed implicitly that asset markets are cleared by adjustments of
asset prices and yields. While 1 do not think the story I told is misleading, it
does miss important features of the transmission of monetary impulses to
demands for GNP. The features I have in mind fall under the general heading
of liquidity constraints.

MONETARY POLICIES AND THE ECONOMY

An individual is potentially liquidity-constrained if he possesses wealth
which he can spend only at certain dates in the future, or if he can substitute
current for future spending only at an interest cost in excess of what he can
earn by postponing spending. Effective liquidity constraints are the combined
effects of two things: (1) the nature of certain forms of wealth and of the
markets, if any, in which they are traded, and (2) the time and risk prefer-
ences of the wealth-owner. For example, human capital is an illiquid asset; for
good reasons, the opportunities for borrowing against, or selling shares in,
future labor incomes are extremely limited. Most workers, nonetheless, are
not liquidity-constrained; they would not choose to mortgage future wages
even if they could do so at prevailing interest rates; they voluntarily choose a
lifetime consumption pattern which implies positive net worth in non-human
capital. But many households, mainly the young and the poor, are at corners
of maximum current consumption; they would borrow more and spend more
today if they could. Prospective social security benefits and other retirement
pensions are another illiquid asset; many workers can consume such wealth
now by restricting other kinds of saving, but for many others payroll taxes
and pension contributions fall fully on consumption.

Quer the past thirty years, some structural trends in our financial system
have increased the likelihood of liquidity constraints, and others have reduced
it. In the first category is the vast increase in compulsory or semi-compulsory
provision for retirement. In the second is the increased availability of mort-
gage credit and consumer credit, both of which by making homes and con-
sumer durables more liquid assets serve to increase the intertemporal fungi-
bility of wages and salaries. Home mortgage debt has risen from 20% to more
than 40% of the value of the housing stock, and in a number of recent years
mortgage indebtedness has risen by more than the increment in value of the
stock. Outstanding consumer credit has risen from 15% to 60% of the value
of the stock of consumer durables, and the fraction of new purchases covered
by new debt is now %3 instead of 3.

Liquidity-constrained consumers behave as if they have short horizons,
measured in weeks or months or years rather than decades or lifetimes. They
will spend any increment of liquid resources within those short horizons,
rather than diluting the impact by spreading the resources thinly over many
years. That is why tax reductions, even if temporary, are more powerful than
is implied by a model which relates consumption solely to fully fungible life-
time wealth. That is why the distribution of tax cuts, rebates, and other wind-
falls has an important bearing on the strength of the consumption response.

More to our present point, that is why monetary policies and events which
relax or tighten liquidity constraints are especially powerful, beyond what
would be expected by considering marginal responses to changes in interest
rates and asset prices. Liquidity-constrained borrowers spend every cent they
are permitted to borrow, or every cent they can raise by asset sales; they do

427
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not require the inducement of lower interest rates, and they are not borrow-
ing just to reshuffle their portfolios of financial assets and liabilities. There are
several mechanisms at work here. I give three examples. (1) Lending institu-
tions adjust down payments, collateral requirements, amortization speeds,
and credit standards as their own costs of funds vary. (2) The terms of trade
credit, and their enforcement, vary in the same way. (3) There are always
some individuals who by circumstances or choice are spending the proceeds
of liquidity or borrowing against variable-price assets; the amount of their
spending depends directly on the value of those assets, which in turn de-
pends on monetary policy.

Many businesses, like many households, are liquidity-constrained. The
pace of their real investment, whether in working capital or fixed capital, is
limited by their cash flow and the credit they can obtain. Their own estimate
of the marginal efficiency of such capital exceeds the interest rate on such
loans. Perhaps they are unobjectively optimistic; perhaps they are risk-lovers
instead of risk-averters. In any case their borrowing is limited by collateral
and margin requirements rather than by rates. Credit rationing is not neces-
sarily a market imperfection. It is intrinsic to the difference of perspective
between lender and borrower. As the lender cannot really control the bor-
rower’s use of the funds, there is no way the lender can make an actuarially
sound loan simply by setting interest rates and letting the borrower decide
how much to take. The implication is that there is almost always an “unsatis-
fied fringe of borrowers” at existing rates, and these borrowers are sure
spenders. When easy money conditions diminish the cost of funds to banks
and other lenders, extra lending to venturesome entrepreneurs is a powerful
effect. An indirect mechanism by which risk-loving and liquidity-constrained
businesses obtain finance, in amounts which likewise vary with general mon-
etary conditions, is through trade credit extended by suppliers or customers
who have credit ratings more acceptable to banks and other institutional
lenders.

These mechanisms illuminate some phenomena of credit markets which
participants in those markets understand much better than monetary theo-
rists. A “credit crunch” is not just a time of high and rising interest rates. It is
a time when some business customers of commercial banks find that they
cannot fully use the credit lines they thought they had, that they cannot ob-
tain the timely accommodation they presumably had paid for by good deposit
behavior in the past. They are liquidity-constrained all of a sudden, in the
sense that they need credit to carry out their investment and financial budgets.
Of course many priority loan customers are partially or fully accommodated.
They then displace mortgage and consumer credit applicants, many of whom
are also liquidity-constrained. The upshot is that reductions in spending are
exceptionally large for the interest rates nominally quoted.

The futility of “pushing on a string” is a refrain regularly heard from cen-
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tral bankers around cyclical troughs. It’s not a very good excuse for inaction if
possible futility is the worst that can be said of an aggressive easy credit
policy. But the refrain does make some sense. Just as the prevalence of
liquidity-constrained unsatisfied borrowers in booms augments the power of
tight money and credit crunches, so the relative absence of such borrowers in
depressions and deep recessions weakens expansionary monetary policy.
There is some merit to the view that in those times few credit-worthy house-
holds or firms are limiting spending for lack of liquidity. Once the system is
thrown back on the marginal responses of unconstrained agents to reductions
of interest rates, the gains from monetary actions are much less dramatic.

[V. Commercial Banks as Financial Intermediaries

These observations lead me to a general point about commercial banks, which
are after all the institutions through which monetary policies are transmitted
in the first instance and the institutions whose liabilities are the major com-
ponent of money stock. Like other intermediaries, their business is to borrow
from one set of people and lend to another. Their liabilities are tailored to the
needs and preferences of their depositors, for safe, liquid, convenient, divisi-
ble, negotiable, fixed-money-value assets. Their assets are tailored to the
needs and preferences of their borrowers, longer in maturity and often risky,
lumpy, and illiquid. The function which banks and other intermediaries per-
form is to accommodate the borrowers at lower cost and easier terms than
they could get by direct loans from the ultimate lenders, the depositors. Via
the fractional reserve system, the central bank controls the availability and
cost of credit to bank borrowers. It also controls the aggregate scale of banks’
assets, and given the balance sheet identity, their monetary liabilities. The
two sides of the T account rise and fall together, and it seems to me gratu-
itously one-sided to say that the importance of the banks’ intermediary
operations lies solely in the scale of their monetary liabilities. 1t is equally
unfortunate to ignore the similar magic of transformation accomplished by
intermediaries whose liabilities are arbitrarily defined as near-money rather
than money.

Let me remind you of the tremendous change in the nature of commercial
banking that has occurred since the second world war, a change which is
really a return to the historic role of commercial banks. In 1950, loans to
private borrowers were only a third of deposits, business loans less than a
fifth, and half of deposits were invested in Treasury securities. In 1970, loans
to private borrowers were almost % of deposits, business loans about 30%,
and Treasury securities had dwindled to %a. At the earlier date the banks
were, in effect, custodians, simply sparing depositors the trouble of holding
government debt directly. Now the banks are monetizing, if you like, the
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debts of many private businesses and households who would otherwise be
accommodated, if at all, at much higher rates. The real effects, both average
and marginal, on GNP spending are certainly much more substantial.

The distinctive business of commercial banks is to finance the working
capital of business, specifically their inventories of materials, goods in pro-
cess, and finished products, the wages they must disburse prior to selling the
produce of their labor, and their accounts receivable. To the extent that
working capital is financed by bank loans, businesses can use their open-
market sources of debt and equity capital to finance long-term capital accu-
mulation. The working capital positions of individual businesses fluctuate
seasonally and cyclically in many diverse patterns. In considerable degree,
banks are the vehicle through which the temporary surpluses of some busi-
nesses, deposited in banks, finance the temporary deficits of others. In addi-
tion, of course, banks mobilize in deposits the fluctuating working balances of
households.

The reciprocal relationship of business customers to banks, sometimes as
depositors, sometimes as borrowers, is a central fact which exclusive em-
phasis on monetary aggregates obscures. The size of business deposits is pay-
ment for credit lines and credit accommodation when needed. The compensa-
tory arrangements vary considerably in formality and tightness, but no one
can doubt that they are there. It follows that holdings of deposits will be
related, not just to the variables conventionally included in money demand
relations, but also to past, present, and prospective use of bank credit by
business depositor-customers, to the size of compensating balance require-
ments, and to the difference between the prime rate and the open-market
commercial paper rate. I suspect that this relationship is a major part of the
explanation of recent increases in the velocity of M, which are otherwise
surprising, Over the past two years, until just recently, commercial lending
by banks has declined, even in dollar value, partly because of the severity of
the recession, partly because both business and banks have been shifting to
more cautious and liquid balance sheets. The banks have allowed the differ-
ential of prime above the commercial paper rate to widen drastically. If this is
correct, and if the process has run its course, the pleasant surprise which kept
the Federal Reserve’s conservative monetary growth targets from raising
interest rates during the recovery to date may not recur in future years.

Let me conclude with some possibly controversial propositions that sum-
marize my message. The institutional fact that our monetary supplies are
predominantly “inside” rather than “outside” money is far from trivial. The
system behaves quite differently from one in which monetary liabilities are
subject to 100% reserves, When banks and other intermediaries monetize
private debts, and indirectly the real capital asset holdings those debts fi-
nance, their economic impact is quite different from monetization of federal
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debt. Indeed inside money is, in this sense, more powerful stuff than outside
money.

Attention to the process of financial intermediation has other implica-
tions, derived from the inevitable realization that borrowers and lender-
depositors are different in economic behavior. The celebrated Pigou effect
concerns the impact on spending of changes in the purchasing poiwer of fixed-
money-value assets. When the public is treated as homogeneous, and inside
debts and credits are washed out, the base for the Pigou effect is reduced to
the high-powered monetary base, the non-interest-bearing demand debt of
the central government. But the neutrality assumed in the washing out of
inside debts and credits is very implausible. Debtors are intrinsically bigger
marginal spenders than creditors, and in this degree the effects of price level
changes run counter to, and may dwarf, the conventional effect on the real
value of the monetary base. In this observation 1 follow my great Yale pre-
cursor Irving Fisher, who emphasized the effect of price deflation on debt
burdens as a factor intensifying, not cushioning, the depression.

A second implication of the approach [ have sketched is that the effects of
an expansion of monetarv aggregates depends on how it is brought about.
Here is another and final example. A common feature ot various definitions
of money is that the included assets have legally controlied interest rates. is
possible, therefore, to increase their supply by raising these rates, e.g.. by
allowing interest on demand deposits and lifting ceiling rates on savings
deposits. Anyone who thinks an expansion thus induced has the same effects
as one stimulated by open market purchases is mistaking appearance for
substance. There really is no substitute for analysis which does justice to the
significant institutional complexities of our monetary and financial institutions
and markets.
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MONETARY POLICY, INFLATION,
AND UNEMPLOYMENT

WHAT DETERMINES THE rate of price inflation in an economy like ours?
How is it refated to unemployment? In particular, what is the role of monetary
policy in controlling inflation and unemployment?

Economists differ among themselves on these questions, and recent history
contains unpleasant surprises for all theories and forecasting models. But even
more striking than differences within our profession is the gulf between econo-
mists and the informed lay public — businessmen, financiers, journalists,
politicans — in their views of the inflationary process and the mechanisms by
which “money” and Federal Reserve policy affect the economy. In the hope of
bridging this gulf, I seek here to set forth economists’ approaches to these
questions.

I shall try in the course of the paper to outline the major disagreements
among economists, between monetarists and neo-Keynesians. But I cannot pre-
tend to be a neutral rapporteur. I am not a monetarist. [ am, if I must be labeled,
a neo-Keynesian, Truth in packaging requires this advance disclosure. Neverthe-
less, I shall hope to show that some reconciliation of the two approaches is
possible, and that differences in policy recommendations arise more from
differences of objectives than from disagreements about mechanisms.

“Inflation is at all times and everywhere a monetary phenomenon.” This
famous aphorism of Milton Friedman is a good place to begin. The message is
two-fold; On the one hand, look to central banks - in this country the Federal
Reserve System — both for the source of inflation and for the remedy. On the
other hand, do not try to understand inflation by looking at trade unions,
monopolies, unemployment rates, oil cartels, and food shortages. In the
monetarist view, these phenomena may explain relative prices ~ the cost of oil
in terms of construction labor, the cost of beef in terms of television sets. But,
the monetarists argue, they are only superficially and transiently related to the
average economywide absolute price level — the cost of a representative bundle
of goods and services in terms of money.

“Inflation” is the increase in that cost from day to day, month to month,
year to year, and the very definition supports the claim that “‘money,” in some
sense, plays some role. For that reason, few economists would quarrel with
Friedrr wn’s aphorism. But large issues of diagnosis and policy remain.
Monetarists are inclined to blame most of our recent double-digit inflation on
erroneous policies of the Federal Reserve and other central banks. They argue
that, given the will to avoid similar errors in the future, the monetary authorities
can cure this inflation and even achieve price stability.

Nonmonetarists assign both less blame and less future control to the central
banks, They observe that monetary policies aimed at offsetting the impacts on
price indexes of large and rapid increases of individual prices, like petroleum and
food, are bound to cause recession and unemployment, as happened in
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1974-1975. They fear a stubborn anti-inflationary monetary policy will hold the
economy well below its potential for production and employment for many
years. I shall return to this basic disagreement in detail below.

Wage and Price Inflation in a Modern [ndustrial Economy

I shall begin by a description of the inflationary process which will seem to
violate Friedman’s aphorism and to ignore ‘‘money.” But the omission is only
superficial and temporary. In succeeding sections 1 will put money and central-
bank policy into the picture I now start to sketch.

The sketch itself is intended to be a distilled exposition of the framework —
economists would call it the “model” — which many economists use in thinking
about the problems and issues with which this paper and this conference are
concerned. Time and space do not permit, however, an extended theoretical and
empirical defense of the framework.

To predict the rate of inflation next quarter or next year, the most valuable
single piece of information is the rate of inflation in the period immediately
preceding. If prices have been increasing at S percent per annum, continuation at
5 percent is a better bet than a sudden change to O percent, 10 percent or even 3
percent or 8 percent, The trend of prices is solidly built into the economy, with
a powerful and persistent momentum,

Obviously this does not mean that the speed of inflation never changes.
Inflation accelerates or decelerates in response to economic events, random
shocks, and government policies. But it takes large stimuli to alter significantly
and quickly the entrenched inflationary pattern.

It takes particularly strong stimuli to diminish whatever rate of inflation has
been built into the economy’s habits and expectations. This asymmetry, this
“ratchet effect’” — the difficulty of reversing increases in speed of inflation — has
been especially evident in the last decade.

The self-sustaining momentum of inflation is distinctive to that part of the
economy Galbraith calls the “planning system” — in the United States, the bulk
of the private nonfarm economy. The relevant features of this sector are: (1) the
predominance of hired labor, in constrast to selfemployed labor; and (2) the
prevalence of administered wage rates and prices, in contrast to wages and prices
determined jointly by buyers’ and sellers’ bids in market transactions. In this
context, “administered” means simply that someone consciously, deliberately
sets the price — the seller, or the buyer, as in the case of labor, or the two sides
together in explicit agreement.

“ Administered” does not necessarily imply monopoly or oligopoly. The
prices of gasoline at service stations are administered, but the industry is often
highly competitive. In contrast, the soybean farmer does not decide and
announce a price for his crop and wait fot potential takers. He sells, if he wishes,
at impersonal prices determined continuously by supply and demand in an
organized market.

Competition affects administered prices, too, but indirectly and often slowly.
Disappointing sales may eventually induce the sellers to set lower prices, as we
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have recenily observed in the automobile industry. Labor shortages may induce
employers to offer higher wage rates or to consent to them in collective bargain-
ing, But since policy decisions at discrete intervals are involved, the adjustment
of prices and wages to imbalances of supply and demand is imperfect and slow.

Wage setting is especially crucial in the private nonfarm economy, Wage scales
are reviewed and announced periodically, usually annually. In organized sectors,
they are set contractually in periodic collective bargaining. Both for employer
and employee, the pattern of wage increases observed and experienced in
relevant geographical areas, industries and occupations is an important reference
point, If competing employers are giving 10 percent increases, an employer
knows that he will not be at a competitive disadvantage in either product or
labor markets if he follows suit. If he follows the reference pattern, he does not
damage the morale of his existing work force or invite higher turnover. Likewise,
ynion leaders who keep up with the pattern do not risk unfavorable comparison
with rivals.

For these and other reasons, the “wage-wage” spiral is usually stubborn.
Patterns of wage increases in one market are followed in others, For the same
reasons, however, an irrational competitive escalation, such as occurred in the
construction trades a few years ago, is hard to stop once it gets started.

Nonetheless wages and unit labor costs rise faster in markets of labor
shortage, as employers bid above the previous pattern for needed workers, or are
forced to upgrade workers beyond their skill and experience. For similar reasons,
wages rise more slowly in markets of labor surplus. But there is considerable
asymmetry in these two responses. Not only unions, but employers toa, are slow
to recognize the availability of unemployed replacements for employed workers
as a season for retarding the accustomed and expected advance of wages. A
stingier wage policy risks costs in lower morale and higher turnover, However
when employers have compelling financial reasons for reducing their ioqm
forces, by layoffs and short hours rather than by gradual attrition, we can
observe significant responses of wages to job shortages.

There is a two-way relation between wage inflation and price flation, The

price-wage direction is often discussed. Obviously workers like to be compen-
sated for increases in the cost of living. This is a frequent debating point in wage
complaints and negotiations, and some employees have obtained formulas for
partial escalation.
. .wE in thinking about the feedback from cost-of-living inflation to wage rates,
m is important to distinguish among three components of the cost-of-living
index: (1) prices received by the workers’ employers themseives; (2) prices paid
.h,on goods and services imported from elsewhere; and (3) taxes. Employers enjoy-
ing normal sales volume can compensate their workers for inflation in the first
component. Bui they cannot do so for cost-ofdiving inflation from the other
two sources except at the expense of their profits. Employers will resist wage
demands inspired by increases in the prices of Arabian oil or fowa comn
especially when their own sales and prices are threatened by recession. That _mu
why wage increases in 1974 were more moderate than might have been feared in
view of the double-digit inflation in consumer prices.

The other direction is from wages to prices, In the administered-price sector,
prices are commonly set to mark up unit labor costs estimated at normal rates of
operating capacity. Because of labor-saving technalogical advance and capital
accumulation, unit labor costs rise less than wages. Thanks to the trend of labor
productivity, annual inflation in the prices of the nonfarm economy is normally
2.5 to 3 percent points below the rate of wage inflation.

This relation applies strictly to the pricing of the net “value added” by
industry to materials imported from .S, agriculture and resource industries and
from overseas, As tecent events have reminded us, sharp increase in materials
costs may cause gross Drices to rise faster than wages. This is a manifestation of
the second type of cost-of-living inflation listed above. A similar gualification is
in order for increases in indirect business taxes, excises and payroll taxes.

At the beginning of 1973, the permanent inflation rate internal to the U.S.
nonfarm economy was around § percent. To this was added the spectacular
bulge in prices as the economy absorbed the price increases stemming from the
fourfold increase in OPEC prices, the world shortages of food and other
materials, the depreciation of the dollar in the foreign exchanges, and the
abolition of price controls. The result was a temporary spell of double-digit
inflation — temporary because these were one-shot events. They could not con-
tinue to contribute to inflation statistics unless they recurred regularly.

The danger was that the internal inflation rate would be permanently raised
to double digits if tabor successfully obtained wage increases to match the pain-
ful boosts of external prices. Events have largely vindicated the argument above
that there was no reason to expect wage increases of such magnitude. “Wage-
wage” momentum is a more accurate description of the process than *‘price-
wage” feedbacks.

In this event, if we judge from current wage increases of the order of 910 10
percent, the permanent inflation rate is now 6 to 7.5 percent. Transient
phenomena — now that exlternal prices are level ot declining — are likely to make
for even lower infiation statistics toward the end of 1975. Those numbers will be
as misteading as the double-digit bulge from which they are the rebound. They
will not be a cause for celebration or self-congratulation.

Aggregate Demand, Macroeconomic Policy, and the Rate of Inflation

1 have argued in the previous section that at any time the economy inherits
from the past an internal rate of inflation which is firmly and stubbornly bualt
into its habits, expectations and wage patterns. Cost-of-living statistics and other
price indexes will reflect, in addition or subtraction, divergent movements in the
prices of materials and consumer goods imported from American agriculture and

from other countries.
The internal rate of inflation itself will change up ot down as a result of (1)

random, unsystematic and ::Ew&nﬁmzn developments in particular product and
labor markets, and {2) the overall balance between the demand for goods and
services and the capacity of American industry to produce, and between the
demand for labor and the supply. It is the second source of acceleration or
deceleration in inflation which can be influenced by the overall fiscal and mone-
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tary policies of the Federal Government, and it is that to which I tum now.
The unemployment rate is a good, but imperfect, barometer of the pressure
of aggregate demand on the productive resources of the economy. In terms of

this barometer, we can distinguish roughly three zones: (1) Accelerating infla- -

tion, How unemployment rates signai shortages of labor, Pressures to exceed
existing norms of wage increase are very strong, both for employers and for
unions. A large proportion of recorded unemployment represents voluntary
Bo.wmgmi between jobs, or selective job-seeking by workers who quit previous
positions or are new entrants to the labor force. A large proportion represents
workers of low skill and experience. Moreover, low unemployment is generally
associated with low margins of excess capacity; in consequence, markups may
accelerate at the same time as labor costs. (2) Stable inflation. At moderate
cnmamwowaoa rates, associated with normal rates of utilization of industrial
capacity, inflation rates will be roughly stable. There will still be unsystematic
and structural sources of change up or down, as suggested abave. But the overall
balance of demand and productive capacity will not be contributing
systematically either to acceleration or deceieration of inflation.

G.v Decelerating inflation. At high unempioyment rates, associated with high
margins of excess capacity, inflation rates will gradually decline. The
mechanisms of zone | work in reverse, But the process is asymmetrically slow. It
takes prolonged periods of substantial unemployment to melt the inflation u.R-
viously frozen into the economy.

It is a hazardous empirical task to give numerical boundaries to these zones.
Today, perhaps the boundary between zone 1 and zone 2 is somewhere between
4.8 percent and 5.3 perceni unemployment, and the boundary between zone 2
and zone 3 between 5.5 percent and 6.0 percent.

._,:.m boundaries shift over time. It is estimated that changes in the demo-
graphic composition of the labor force, in favor of types of workers with less
permanent attachment to the labor force and to particular jobs, has moved
boundaries of this kind up by about .8 of a percentage point since 1960. This
Bom.sw that if the Kennedy target of 4 percent unemployment was a reasonable
noE.:auno:mQ target in 1961-1965 —~ and we did virtually reach it in 1965 with
:.nmcEEm inflation consequences — 4.8 percent would be the corresponding
figure now. Yet in the early 1950’s, the economy operated at about 3 perceat
unemployment without serious inflationary effect,

The major recent trip of the economy into zone } began in 1966 when the
Johnson Administration, ignoring the advice of its own economists as well as
outside economists, escalated the Vietnam war without increasing taxes {o pay

.> controversial issue, which we need not discuss in this paper, is whether this zone of
unemployment rates — some economists would collapse the zone to a single “natural rate™
— has any further normative significance. Does it signify the absence of involuntary un-
employthent? Is it the optimal amount of unemployment? I have argued to the contrary
elsewhere. (“Inflation and Unemployment,” American Economic Review, March 1972, Vol.
LXII, No. 1, pp. 1-18.) My basic point is that, because wages and prices adjust more umos&.
wo excess supply than to excess demand, the economy has a bias toward either accelerating
inflation or involuntary unemployment.
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for sharply increased military procurement. This fiscal escalation occurred when
the economy was already close to the “full employment” goal of 4 percent. The
result was a classic case of excess-demand inflation. A subsequent dose of over-
stimulation occurred in 1968-1969. Comparing 1970 and 19635, the rate of
ongoing wage inflation was raised from 3.6 percent per year to 7.2 percent. The
stubborn internal wage and price inflation which we still have with us is largely
an inheritance from this period.

That in itself is a strong indication of the persistence of built-in inflation, and
of its powerful and asymmetrical resistance to deflationary stimuli. The
1970-1971 recession was a deliberate, policy-engineered attempt to bring down,
the internal inflation rate. Two and a half years of unemployment in excess of 5
percent, assisted by wage and price controls, succeeded in teducing wage infla-
tion by at most one percentage point. Price inflation abated by two points, but
some of this improvement was a transient mark-up squeeze due to controls and
it vanished when controls were celaxed and lifted.

Now comes the important analytical point: To a very close first approxima-
tion, the path of inflation — accelerating, stable, decelerating — depends on the
overall state of the economy, ie., an which zone it is in, and not on the
combination of policies and events that put it there. Manetary and fiscal policies
are important, indeed crucially important. But they do not affect prices, wages
and the course of inflation directly. They do so indirectly, by helping to
determine the overall pressure of aggregate demand on the economy’s resources
of labor and productive capacity, i.e., by helping to determine which of the
three zanes describes the state of the economy.

Let me be both more precise and more topical. Suppose we assume a par-
ticular path of recovery of production and unemployment for 1976,1977, and
1978. Suppose, for example, we imagine moving from 8.5 percent unemploy-
ment in the final quarter of 1975 to 6.5 percent unemployment at the beginning
of 1977, and to 5.5 percent unemployment a year later. This would involve
growth in production averaging 2 to 10 percent per year through 1976, slowing
down to 7 percent in 1977, Imagine three ways of accamplishing this recavery.

(1) Without changes of fiscal and monetary policy, private consumption and
investment spending miraculously revives,

(2) Without new fiscal stimulus, aggressively expanstonary monetary policy
achieves the necessary expansion of residential construction, buginess invest-
ment, and consumer credit.

(3) With a passively neutral monetary policy, massive tax reductions and
budget expenditures provide the necessary stimulus.

To our first approximation, the path of internal price and wage inflation
would be the same under all three scenarios. Specifically, the state of the eco-
nomy would be zone 3 throughout the assumed recovery, and the inflation rate
would be slowly decelerating. Only if the economy were pushed into zone 1
would the outcome be to accelerate inflation, and this would be the case
whether the culprit was excessive fiscal stimulus, excessive monetary stimulus, or
unekpected buoyancy in private spending.
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The example of the previous paragraph utilized two important and well-
documented empirical rules of thumb. One is that it takes about a 4 percent
annual growth in real production, at constant prices, to hold the unemployment
rate constant. The 4 percent growth is needed to absorb the trend increase in
labor force (about 1 to 1.25 percent per year) and the normal growth of pro-
ductivity per worker {about 2.75 percent per year). The second, commonly
called Okun’s Law, is that it takes an additional 3 percent per year growth of
output in the short run to diminish cyclical unemployment by one percentage
point. This rule of thumb reflects a combination of effects: the short-run re-
sponse of labor force participation to the availability of jobs; the pro<cyclical
variation of hours to work; the pro-cyclical variation of productivity per hour of
work.

Two qualifications of the “first approximation” just advanced are in order.
One concerns speed limits. The rate of inflation may depend in some degree not
only on the state of aggregate demand, the zone, but also on how rapidly
demand is increasing, how rapidly production and employment are increasing.
Even within zone 3, a rocket-like recovery couid be inflationary. Temporary
bottlenecks and shortages would be encountered in a sharp recovery, but antici-
pated and avoided in a more gradual expansion. That is why it is not prudent to
attempt to make up in one year the ground we have lost in one year, The same
recovery would not be inflationary if stretched out over a longer period. I do not
believe my example violates any speed limits.

The second qualification has to do with the exchange rate of the dollar with
foreign currencies, and thus with the doflar prices of internationally traded
goods. A money-fueled expansion, (2} of our three alternatives, would involve
lower U.S. interest rates and, therefore, possibly more outflow of short-term
funds than the other scenarios. For this reason, it might lead to further deprecia-
tion of the dollar relative to other currencies. However, this consequence might
be reversed once a strong recovery was under way and improved profit prospects
in the U.S. attracted equity purchases and direct investment. In any case, it is
wrong to regard foreign monetary policies and interest rates as independent of
our own. European countries and Japan are enjoying even sharper recessians
than ours; they can be expected to follow our lead and to use any room we give
them for easier monetary policies.

Finally, | would emphasize that monetary policy is extremely flexible. It is
not jocked into any particular targets, whether in terms of interest rates or of
growth of monetary aggregates. The Federal Open Market Committee meets
mounthly and consults by telephone in between regular meetings. When, as now,
there are so many months and so many percentage points of unemployment
between the present state of the economy and the zone of inflationary danger,
the Fed has ample time to “lean against the wind” and to apply the brakes.

The Stock of *“Maney,’’ Monetary Policy, and Inflation

The foregoing account may seem to have paid little explicit attention to
Friedman’s aphorism that inflation is a monetary phenomenon, and the time has
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come to remedy the apparent omission. To do so, I shall use monetarist
language, the age-old equation of exchange:

) MV = PQ

Here M is the stock of money. Since there are many assets denominated in .zzw
monetary unit of account, the dollar, there are vast n.onomEE_ and mﬂvinw
problems in even defining a money stock. But let us finesse Sﬁ:. for the M-:Mn
being and adopt My, the quantity of nc:.nznw and demand deposits c,.zwm _W
the public, i.e., not including these assets if they are :w&. by noaaﬂﬁﬂuﬁ wm_: s
or by the Federal Reserve or by the Federal Government itself. Note tha rﬁw
stock, a balance sheet entry, not a flow per year of newly created money or O
mnnmm_mw.:ﬁz it into a flow, the rate of spending on goods m.ﬁ services per year,
we must multiply M by V, velacity, the average number of n::nm‘um_, year :z;.m
unit of “money” is involved in a purchase of the goods and mmgnnm counted q_.:
the Gross National Product. This velocity is not a mechanical constant. ,_. M
same money stock can be used with widely varying .mvnnmm to q::na such fina
purchases. These are by no means the only transactions in which Eosnw @Em
defined is used, and many goods-and-services transactions are unnoan:m.:& E_m?
out transfer to currency or demand deposits. More important, velacity <m:ow
with the behavior of the households and v.:mm:n% m:.:m. who .on the mwomw.cn
money. Sometimes they have strong incentive to use it intensively ,: Jnﬂ.:ﬁsﬁ»
their cash holdings; at other times they have stronger reasons for holding larg
liquid balances, including cash.

Q is the rate of production, per year, !
constant 1958 prices, P is then the “GNP nwzmno_..
the goods and services counted in GNP, PQ is the nom
of GNP, which it will be convenieat to denoteas Y.

The two sides of the equation of exchange »MMMME_ b

to measure velocity is to calculate .
EQ_NM_M, (MMMmMou (1) we can derive a similar identity in rates of change. “Lmﬁwmwm
corresponding lower case lettet, in each case, stand won the annual S‘ﬂm Mﬁ w ot
the variable is increasing (or if negative, nnnR&.EE. Thus . m is ,a ¢
annualized rate of growth of M, p is D%.. the annualized rate of inflation, and s

on. Then:

in real terms, e.g., in practice, GNP in
* an overall index of prices of
inal or current-dollar value

y definition. That is,

(2) mtv=ptq=y

ur rates of change, 1968-1974.

ats quarterly series for these fo
e maty d ¥ < at v hag not been constant at

mary data are reported in Table 1. Note th

M“Mm“: any wo::wn :cavmv: but has varied a great am.w_. On average, V has Ms

upward trend at a rate of about 2 percent per year. This means that ss%é_,umaw

. of about 8 percent has been associated with a lower mswa.m.w m, about vﬂdwo .

The “quantity theory of money” is an ancient n_‘ouoﬁzos - un» a Scno%_mﬂw
like the Equation of Exchange. It says that the price level P (the inverse o
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Table 1: Equation of Exchange: Statistics of Annuatized
percentage Rates of Change, 1965-1 to 1974.4

- (Anruat fiates)
pm
Parcent Ch. Standard
ent Changs of GNP, 1959 Mean Devigtion
3.08083 4.33706
4.79348 268302
% A4604 2.3075
2A2828 3.26687
GHR M, P v
1
0.186 1
~0.752 ~0.028 1
02.596 ~3.473 ~3.170 1
-0
1.8850%
~8.8587% —0.173285
855113 ~3.51066 ~1.48343
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sense gconomics suggests the genera
other things equal, inversely related 1o s supp

from 4 percent to 8 percent would t

The trouble is with the proviso “pther things equa
proposition requires that V and Q remain constani when M is changed.

Modern quantity theorists prefer equation (2). The provasition then would
te that p has a one-fo-one dependence on m. Thus if q stays constant at s
long-term trend of ¢ percent, and v at its trend value of 2.5 percent, raising m
ft p from 3.3 to 6.5 percent. Thus we have a
modern verston of the guantity theory propasition: other things equal, an -
crease in the rate of growth of the money supply will fead $o an equal increase in
: the rate of price inflation. Again, however, we must examine the proviso that g

Consider fust the constancy of q. Suppose for the time
constancy of v and thus assume that the rate of growih,y
depends one-fo-one on the rate of growth, m, o
monetarists who believe this do not assert that in the short run the rate of
inflation, p, depends in a one-fg-one way on the rate of expansion, y, of nominal
income. They do nat assert that g, the rate of mrowth of output, 18 fixed
independentty of what is happening to total spending. They agree, pelieve, that
the decompasition of ¥ between p and g

value of 2 unit of money in terms of goods and services) is proportions to the
stock of money M. Like most pieces of time-honored wisdom, it contains some
grains of truth, lts logic is simple and appealing. The mos plementdry common-
lization that the value of any commodity is,
ly. Why should this wot apply to

1" The guantity theory

being we assume the
, of nominat GNB, Y,
£ the money stock M. Even

depends on the state of the economy.
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In slack economic times like the present, with idle men and machines in ample
supply, an increase in y would go mainly into g, i.u., into a faster increase, or
slower decline, in production, In times like 1966, with the economy already
producing close to capacity, most of an increase in y would go into an increase
in p, i.e., into acceleration of inflation.

Indeed the formulation of equation (2) is by no means inconsistent with the
“zone” analysis of inflation on pages 6 to 8 above. What that analysis suggests
is that in the short run, p has a life of its own, a value predetermined by past
history. Thus suppose that the economy starts 1976 with an inflation rate of 7
percent, predetermined by past history and by contemporaneous external
developments. Then to achieve a rate of growth of output q, of 9 percent, as in
the illustrative recovery scenario advanced above, requires a y of 16 percent.
If v stays at 2.5 percent, the required level of m is 13.5 percent. Under these
assumptions, a lower rate of growth of M| would cut down q correspendingly.

In similar vein, consider the dilemma of the Federal Reserve in 1973 and
early 1974. Because of the exceptional external contributions to our prices, the
rate of inflation had reached double digits, let’s say 11 percent per year. Allow-
ing for the upward trend of velocity, the Fed would have had to let M grow at
12.5 percent in order to sustain the normal 4 percent growth of production.
Failing to do so did not mean that the inflation rate would immediately fall. It
meant that spending on goods and services would be insufficient to purchase the
increasing output the economy was capable of producing. [t meant that un-
employment was bound to rise. It meant recession. Given the inflation
attributable to petroleum, food and other external influences, there was no way
in the short or medium run to keep inflation statistics down. That would have
required sharp reduction in the rates of inflation in American industry, and
probably actual reductions in many prices and wages. In the circumstances, it
was foolish to blame Fed policy for the double-digit inflation, or to expect the
Fed to have any remedy for it except the lengthy, circuitous, painful route they
have, in fact, followed.

In less dramatic form this dilemma has repeatedly faced the Federal Reserve
and other central banks, as well as the executive and legislative officials who
make budget policy. Shall they provide the money to support normal economic
growth at inherited inflation rates over which they have precious little
immediate control? Or shall they deny the economy that money, provoke
additional unemployment, slowdown and recession, and count hopefully on
stagflation gradually to bring inflation down to more tolerable levels? Whenever
they chose the first alternative, they could be accused of causing, or at least
ratifying, the inflation. But they are not responsible for the features of demo-
cratic capitalist societies that bias non-Communist economies toward inflation
and produce the recurrent dilemma. Their critics, monetarists and others, are
unfair and misleading when they imply that the continuation of inflation is
simply a reflection of obtuse stupidity by policymakers, of conceptual and
operational errors which could be corrected at no cost to the economy,

It is true, of course, that policy does affect p in the longer run. According to
the analysis above, p itself rises, stays constant, or falls depending on the un-
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employment zone in which the economy is operating. To return to our 1976
recovery example, suppose that monetary expansion is, in fact, sufficient to
increase nominal income at 16 percent per year, real income at 9 percent. Since
the economy is in a high unemployment zone, p will in fact be falling {from its
assumed initial value of 7 percent per year. (We are always abstracting from
random events and new external shocks which may change p for reasons un-
connected with the current balance between aggregate demand and capacity.)
But if policy continues to promote or allow a 16 percent per year growth of
nominal income, the economy will move to lower and lower unemployment,
into zone 2 and then into zone |, causing a renewed acceleration of inflation.
Indeed in the very long rfun, given that q cannot average better than the 4
percent compatible with labor force and productivity growth, 16 percent per
year expansion of nominai income means 12 percent per year inflation.

In this sense, and for this long horizon, the monetarists are right. But does
this mean that the money stock should never, even for short periods of time, be
allowed to grow at the rate (12.5 percent in the example) associated with the 16
percent value of y? Or does it mean that the monetary authorities should pro-
mote a recovery when it is needed and slow down the expansion in time to keep
the economy from overshooting?

An alternative policy for 1976-1978, which has recetved much vocal support,
is a steady 6 percent growth in money stock. In the very long run this might be
associated with 4.5 percent inflation (p = m + v -q =6+ 2.5 - 4). But suppose
we begin 1976 with 7 percent inflation. Thengq(=m+v-p = 6+2.5-7)will be
confined to 1.5 percent. Unemployment will rise from the tnitial 8.5 percent
rate previously assumed. The rate of price inflation will fall, and no doubt it will
fall faster than in the recovery scenario previously discussed. Only when the
inflation rate has fallen to 4.5 percent will unemployment cease to rise —
remember that it takes a q of 4 percent just to keep the unemployment rate
constant, In a previous paper, [ estimated that it would take at least 3 years of
increasing unemployment to diminish the inflation rate by 3 points, but 1 admit
[ was not contemplating the deflationary pressures that might build up at un-
employment rates of 8 to 11 percent, unprecedented since the Great De-

nnnmz.o:.n

Up to now we took for granted the constancy of v, the upward trend of
velocity. Velocity and its rate of increase are, however, subject both to random
and to systematic variability. Random changes occur when the public becomes
more or less liquidity-conscious, when the distribution of M among households
and firms changes, when banks’ compensating balance requirements vary, when
the availability and popularity of the manifold money-substitutes change, and
for many other reasons. Systematic variability of velocity requires closer
attention.

Variation in nominal rates of interest on close substitutes for money — time
deposits, certificates of deposit, savings accounts in commercial banks and thrift

u:go:oSQ Policy in 1974 and Beyond,” Brookings Papers on Economic Acitivity,
1:1974, pp. 219-232.
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