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Preface

A large class of computing systems can be specified and verified by abstracting
away from the temporal aspects of their behavior. In real-time systems, instead,
time issues become essential. Their correctness depends not only on which ac-
tions they can perform, but also on the action execution time. Due to their
importance and design challenges, real-time systems have attracted the atten-
tion of a considerable number of computer scientists and engineers from various
research areas.

This volume collects a set of papers accompanying the lectures of the fourth
edition of the International School on Formal Methods for the Design of Com-
puter, Communication and Software Systems (SFM). The school addressed the
use of formal methods in computer science as a prominent approach to the rig-
orous design of computer, communication and software systems. The main aim
of the SFM series is to offer a good spectrum of current research in foundations
as well as applications of formal methods, which can be of help for graduate
students and young researchers who intend to approach the field.

SFM-04:RT was devoted to real-time systems. It covered formal models and
languages for the specification, modeling, analysis, and verification of these time-
critical systems, the expressiveness of such models and languages, as well as
supporting tools and related applications in different domains.

The opening paper by Rajeev Alur and Parthasarathy Madhusudan pro-
vides a survey of the theoretical results concerning decision problems of reach-
ability, language inclusion, and language equivalence for timed automata. The
survey is concluded with a discussion of some open problems. Elmar Bihler and
Walter Vogler’s paper presents timed extensions of Petri nets with continuous
and discrete time and a natural testing-based faster-than relation for comparing
asynchronous systems. Several applications of the theory are also presented.
Jos C.M. Baeten and Michel A. Reniers present the theory and application
of classical process algebras extended with different notions of time and time
passing and compare their expressiveness via embeddings and conservative ex-
tensions. The PAR communication protocol is considered as a case study. The
expressiveness of existing timed process algebras that deal with temporal as-
pects by following very different interpretations is also the main theme of Diletta
R. Cacciagrano and Flavio Corradini’s paper. In addition, they compare the ex-
pressiveness of urgent, lazy and maximal progress tests. Mario Bravetti presents
a theory of probabilistic timed systems where durations are expressed by gen-
erally distributed random variables. The theory supports the specification of
both real-time and stochastic time during the design and analysis of concurrent
systems. Bran Selic, instead, provides an overview of the foundations of the run-
time semantics underlying the Unified Modeling Language (UML) as defined in
revision 2.0 of the official OMG standard.



VI Preface

After these contributions on formal timed models, timed languages and their
expressiveness, the volume includes the description of three significant tools sup-
porting the specification, modeling, analysis and verification of real-time systems.
Gerd Behrmann, Alexandre David and Kim G. Larsen’s tutorial paper on the
tool Uppaal provides an introduction to the implementation of timed automata
in the tool, the user interface, and the usage of the tool. Reference examples and
modeling patterns are also presented. Marius Bozga, Susanne Graf, Ileana Ober,
Iulian Ober, and Joseph Sifak present an overview on the IF toolset, which
is an environment for the modeling and validation of heterogeneous real-time
systems. The toolset is built upon a rich formalism, the IF notation, allow-
ing structured automata-based system representations. A case study concerning
the Ariane-5 Flight Program is presented. Finally, Joost-Pieter Katoen, Henrik
Bohnenkamp, Ric Klaren, and Holger Hermanns survey the language Modest,
a modeling and description language for stochastic and timed systems, and its
accompanying tool environment MOTOR. The modeling and analysis with this
tool of a device-absence-detecting protocol in plug-and-play networks is reported
in the paper.

We believe that this book offers a quite comprehensive view of what has
been done and what is going on worldwide at present in the field of real-time
models and languages for the specification, analysis, and verification of time-
critical systems. We wish to thank all the lecturers and all the participants for a
lively and fruitful school. We also wish to thank the whole staff of the University
Residential Center of Bertinoro (Italy) for the organizational and administrative
support, as well as the sponsors of the school — AICA and ONRG - for making
it possible through the provision of grants to some of the participants.

September 2004 Marco Bernardo and Flavio Corradini
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Preface

A large class of computing systems can be specified and verified by abstracting
away from the temporal aspects of their behavior. In real-time systems, instead,
time issues become essential. Their correctness depends not only on which ac-
tions they can perform, but also on the action execution time. Due to their
importance and design challenges, real-time systems have attracted the atten-
tion of a considerable number of computer scientists and engineers from various
research areas.

This volume collects a set of papers accompanying the lectures of the fourth
edition of the International School on Formal Methods for the Design of Com-
puter, Communication and Software Systems (SFM). The school addressed the
use of formal methods in computer science as a prominent approach to the rig-
orous design of computer, communication and software systems. The main aim
of the SFM series is to offer a good spectrum of current research in foundations
as well as applications of formal methods, which can be of help for graduate
students and young researchers who intend to approach the field.

SFM-04:RT was devoted to real-time systems. It covered formal models and
languages for the specification, modeling, analysis, and verification of these time-
critical systems, the expressiveness of such models and languages, as well as
supporting tools and related applications in different domains.

The opening paper by Rajeev Alur and Parthasarathy Madhusudan pro-
vides a survey of the theoretical results concerning decision problems of reach-
ability, language inclusion, and language equivalence for timed automata. The
survey is concluded with a discussion of some open problems. Elmar Bihler and
Walter Vogler’s paper presents timed extensions of Petri nets with continuous
and discrete time and a natural testing-based faster-than relation for comparing
asynchronous systems. Several applications of the theory are also presented.
Jos C.M. Baeten and Michel A. Reniers present the theory and application
of classical process algebras extended with different notions of time and time
passing and compare their expressiveness via embeddings and conservative ex-
tensions. The PAR communication protocol is considered as a case study. The
expressiveness of existing timed process algebras that deal with temporal as-
pects by following very different interpretations is also the main theme of Diletta
R. Cacciagrano and Flavio Corradini’s paper. In addition, they compare the ex-
pressiveness of urgent, lazy and maximal progress tests. Mario Bravetti presents
a theory of probabilistic timed systems where durations are expressed by gen-
erally distributed random variables. The theory supports the specification of
both real-time and stochastic time during the design and analysis of concurrent
systems. Bran Selic, instead, provides an overview of the foundations of the run-
time semantics underlying the Unified Modeling Language (UML) as defined in
revision 2.0 of the official OMG standard.



Table of Contents

Part I: Models and Languages

Decision Problems for Timed Automata: A Survey ..................... 1
R. Alur and P. Madhusudan

Timed Petri Nets: Efficiency of Asynchronous Systems.................. 25
E. Bihler and W. Vogler

Timed Process Algebra
(With a Focus on Explicit Termination and Relative-Timing) ............ 59
J.C.M. Baeten and M.A. Reniers

Expressiveness of Timed Events and Timed Languages.................. 98
D.R. Cacciagrano and F. Corradini

Real Time and Stochastic Time . ..................... . 0 ... . 132
M. Bravetti

On the Semantic Foundations of Standard UML 2.0 ................... 181
B.V. Selic

Part II: Tools and Applications

A Tutorial on UPPAAL . .. ... 200
G. Behrmann, A. David, and K.G. Larsen

The IF Toolset ........coounuuininiiinee e 237
M. Bozga, S. Graf, I. Ober, 1. Ober, and J. Sifakis

Embedded Software Analysis with MOTOR ................ooovonon. .. 268
J.-P. Katoen, H. Bohnenkamp, R. Klaren, and H. Hermanns

Author Index ................ ... ... .. .. ... ... .. ... .. 295



Decision Problems for Timed Automata:
A Survey*

Rajeev Alur and P. Madhusudan

University of Pennsylvania

Abstract. Finite automata and regular languages have been useful in
a wide variety of problems in computing, communication and control,
including formal modeling and verification. Traditional automata do not
admit an explicit modeling of time, and consequently, timed automata (2]
were introduced as a formal notation to model the behavior of real-time
systems. Timed automata accept timed languages consisting of sequences
of events tagged with their occurrence times. Over the years, the formal-
ism has been extensively studied leading to many results establishing
connections to circuits and logic, and much progress has been made in
developing verification algorithms, heuristics, and tools. This paper pro-
vides a survey of the theoretical results concerning decision problems
of reachability, language inclusion and language equivalence for timed
automata and its variants, with some new proofs and comparisons. We
conclude with a discussion of some open problems.

1 Timed Automata

A timed automaton is a finite automaton augmented with a finite set of (real-
valued) clocks. The vertices of the automaton are called locations, and edges are
called switches. While switches are instantaneous, time can elapse in a location.
A clock can be reset to zero simultaneously with any switch. At any instant,
the reading of a clock equals the time elapsed since the last time it was reset.
With each switch we associate a clock constraint, and require that the switch
may be taken only if the current values of the clocks satisfy this constraint.
Timed automata accept (or, equivalently, generate) timed words, that is, strings
of symbols tagged with occurrence times. Let IR denote the set of nonnegative
real numbers, and let @ denote the set of nonnegative rational numbers. A
timed word over an alphabet X is a sequence (ao, to), (a1,t1) - (ak,tx), where
each a; € X, each t; € IR, and the occurrence times increase monotonically:
to <t < --+ < tg. The set of all timed words over ¥ is denoted T'X*. A timed
language over X is a subset of T'X™.

The untimed word corresponding to a timed word (ao, to), (a1,t1) - - - (ax, tk)
is the word aga .. .ax obtained by deleting the occurrence times. The untimed
language untime(L) of a timed language L consists of all the untimed words
corresponding to the timed words in L. For an alphabet X, we use X to denote

* This research was partially supported by NSF award ITR/SY 0121431.

M. Bernardo and F. Corradini (Eds.): SFM-RT 2004, LNCS 3185, pp. 1-24, 2004
© Springer-Verlag Berlin Heidelberg 2004



2 R. Alur and P. Madhusudan

X U {e} (where € is not in X'), and for a subset X' C X, and a timed word
w = (ag,to), (a1,t1) - - - (ak, tx) over X, the projection of w over %’ is obtained
from w by deleting all (a;, t;) such that a; € X’. The projection operation extends
to timed languages as well.

To define timed automata formally, we need to say what type of clock con-
straints are allowed as guards. For a set X of clocks, the set ®(X) of clock
constraints g is defined by the grammar

gi=x<c|c<z|z<clec<zT|gAg

where z € X and ¢ € Q. A clock valuation v for a set X of clocks assigns a
real value to each clock; that is, it is a mapping from X toIR. For § e R, v + §
denotes the clock valuation which maps every clock = to the value v(z) + 6. For
Y C X, v[Y := 0] denotes the clock valuation for X which assigns 0 to each
z € Y, and agrees with v over the rest of the clocks.

A timed automaton A over an alphabet X is a tuple (V,V°, VF X E), where

— V is a finite set of locations,

— VO C V is a set of initial locations,

— VF C V is a set of final locations,

— X is a finite set of clocks,

- ECVxXx®X)x2X x Vis a set of switches. A switch (s,a,9,A,8")
represents an edge from location s to location s’ on symbol a. The guard g
is a clock constraint over X that specifies when the switch is enabled, and
the update A C X gives the clocks to be reset to 0 with this switch.

The semantics of a timed automaton A is defined by associating an infinite-state
automaton S, over the alphabet X' UIR. A state of S4 is a pair (s,v) such that
s is a location of A and v is a clock valuation for X. A state (s,v) is an initial
state if s is an initial location (i.e. s € V°) and v(zx) = 0 for all clocks z. A state
(s,v) is a final state if s is a final location (i.e. s € VF). There are two types of
transitions in Sy4:

Elapse of time: for a state (s,v) and a time increment § € R, (s,v) A,
(s,v+9).

Location switch: for a state (s,v) and a switch (s, a, g, ), s’) such that v sat-
isfies the guard g, (s,v) = (s',v[ :=0]).

For a timed word w = (ao, o), (a1,t1) - - - (ak, tx) over X¢, a run of A over w is
a sequence

0 g Ba "D B g By - B
such that go is an initial state of S4. The run is accepting if g4, is a final state
of S4. The timed automaton A accepts a timed word w over X if there exists
a timed word w’ over X¢ such that A has an accepting run over w’ and the

projection of w’ to X' is w. The set of timed words accepted by A is denoted
L(A).
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a,b a,bz #1

Fig. 1. A non-complementable timed automaton.

a,z=1,2:=0

e,z=1,z:=0

Fig. 2. e-transitions increase expressiveness.

A timed language L C TX* is said to be timed regular if there exists a timed
automaton A such that L(A) = L. The closure properties of timed regular
languages are summarized below:

Theorem 1. The set of timed regular languages is closed under unton, inter-
section, and projection, but not under complementation [2].

The closure under union and intersection is established by extending the classical
product construction to timed automata. Closure under projection is immediate
since switches can be labeled with e.

For the non-closure under complementation, we give a new proof here. Let
XY = {a,b}. Let L be the timed language consisting of timed words w containing
an a event at some time t such that no event occurs at time ¢t + 1. The (non-
deterministic) timed automaton shown in Figure 1 (with initial location s; and
final location s2) accepts L.

We claim that I, the complement of L, is not timed regular. Consider the
timed language L' consisting of timed words w such that the untimed word of
w is in a*b*, all the a events happen before time 1, and no two a events happen
at the same time. Verify that L’ is timed regular. Observe that a word of the
form a™b™ belongs to untime(L N L') iff m > n. Since timed regular languages
are closed under intersection, the untimed language of a timed regular language
is regular (see Section 2), and the language {a™b™ | m > n} is not regular, it
follows that L is not timed regular.

Unlike classical automata, e-labeled switches add to the expressive power of
timed automata [10]. For example, the automaton of Figure 2 accepts timed
words w over {a} such that every occurrence time is an integer and no two a-
events occur at the same time. This language cannot be accepted by a timed
automaton if e-labeled switches are disallowed: if the largest constant in a timed
automaton A is ¢ and A does not have e-labeled switches, then A cannot distin-
guish between the words (a,c+ 1) and(a,c+ 1.1).
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The more recent definitions of timed automata also admit labeling of each
location with a clock constraint called its invariant, and require that time can
elapse in a location only as long as its invariant stays true [23]. While this is a
useful modeling concept to enforce upper bounds (without introducing “error”
locations), it does not add to the expressive power.

Timed languages can also be defined using timed state sequences: a timed
state sequence is a mapping from a prefix of the reals to a finite alphabet that
can be represented by a sequence (ao,Io)(a1,11) ... (ax, Ix), where Iy, I1,... I
is a sequence of adjoining intervals (e.g. [0,1.1)[1.1,1.2](1.2,1.7)). Timed state
sequences can be generated by timed automata in which locations are labeled
with observations [23,3]. This dual view does not change the core results, but
some expressiveness results do differ in the two views [34].

2 Reachability and Language Emptiness

2.1 Region Automata

Given a timed automaton A, to check whether the language L(A) is empty, we
must determine if some final state is reachable from an initial state in the infinite-
state system S 4. The solution to this reachability problem involves construction
of a finite quotient. The construction uses an equivalence relation on the state-
space that equates two states with the same location if they agree on the integral
parts of all clock values and on the ordering of the fractional parts of all clock
values. The integral parts of the clock values are needed to determine whether
or not a particular clock constraint is met, whereas the ordering of the fractional
parts is needed to decide which clock will change its integral part first. This is
formalized as follows. First, assume that all the constants in the given timed
automaton A are integers (if A uses rational constants, we can simply multiply
each constant with the least-common-multiple of all the denominators to get
an automaton with the same timed language modulo scaling). For any 6 € IR,
(0) denotes the fractional part of §, and |0] denotes the integral part of ¢;
6 = |8] +(d). For each clock ¢ € X, let c, be the largest integer ¢ such that z is
compared with c in some clock constraint appearing in a guard. The equivalence
relation =, called the region equivalence, is defined over the set of all clock
valuations for X. For two clock valuations v and u, v 2 p iff all the following
conditions hold:

1. For all clocks z € X, either |v(x)| and |u(z)| are the same, or both v(x)
and p(z) exceed c;.
2. For all clocks z,y with v(z) < ¢, and v(y) < ¢y, (v(z)) < (v(y)) iff (u(z)) <

((y))-
3. For all clocks z € X with v(z) < ¢, (v(z)) =0 iff (u(x)) = 0.

A clock region for A is an equivalence class of clock valuations induced by .
Note that there are only a finite number of regions, at most k!- 4% . IT, . x(cz+1),
where k is the number of clocks. Thus, the number of clock regions is exponential
in the encoding of the clock constraints.
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The key property of region equivalence is its stability: for any location s, and
clock valuations v and v’ such that v = v/, (a) for any ¢ € IR, if (s,v) 5 (s,v+9)

then there exists 0’ € IR such that (s, /) .7 (s,v'+0’) and (v+46) = (v'+¢'), and
(b) for every label a € X and state (¢, u), if (s,v) > (t, ) then there exists p’
such that (s,v') % (t,u’) and p = u'. Thus, if two states are equivalent, then an
a-labeled discrete switch from one can be matched by a corresponding discrete
switch from the other leading to an equivalent target state, and if the automaton
can wait for § units in one state, then it can wait for §’ units, possibly different
from 4, resulting in equivalent states. For this reason, the region equivalence is
a time-abstract bisimulation.

For a timed automaton A, the quotient of S4 with respect to the region
equivalence is called the region automaton of A, and is denoted R(A): vertices
of R(A) are of the form (s, ), where s is a location and 7 is a clock region; there
is an edge (s,7) -5 (s',7') in R(A) for a € X¢ iff for some clock valuations v €
and v € 1/, (s,v) 5 (s',v') in Sy, or, a = € and (s,v) 2, (s',v") for some
0 € IR. The initial and final states of S4 are used to define the initial and final
vertices of R(A). Now, the language of R(A) is the untimed language of L(A).

Theorem 2. For a timed regular language L, untime(L) is a reqular language

12

Consequently, R(A) can be used to solve language emptiness for A, and also
to answer reachability queries for A. Thus, emptiness and reachability can be
solved in time linear in the number of vertices and edges of the region automaton,
which is linear in the number of locations and edges of A, exponential in the
number of clocks, and exponential in the encoding of the constants. Technically,
these problems are PSPACE-complete.

Theorem 3. The language emptiness question for timed automata is PSPACE-
complete, and can be solved in time O(m - k!- 4% . (c- ¢’ 4+ 1)*), where m is the
number of switches in A, k is the number of clocks in A, c is largest numerator in
the constants in the clock constraints in A, and ¢’ is the least-common-multiple
of the denominators of all the constants in the clock constraints of A [2].

In [15] it was also shown that for timed automata with three clocks, reach-
ability is already PSPACE-complete. A recent result [28] shows that for timed
automata with one clock, reachability is NLOGSPACE-complete and for timed
automata with two clocks, it is NP-hard. The reachability problem remains
PSPACE-hard even if we bound the magnitudes of constants [15].

2.2 Cycle Detection

A timed w-word is an infinite sequence of the form a = (ag,to)(a1,t;)...
(@i, ti),..., with a; € £, t; € R, and tg < t; < ---t; < ---, and timed w-
language is a set of timed w-words. Reasoning in terms of infinite timed words,
as in the untimed setting, is useful for checking liveness properties. The notion
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of a run of a timed automaton A naturally extends to timed w-words. A timed
w-word « is accepted by A using the Biichi condition, if there is a run of A
on a that repeatedly hits (infinitely often) some final location in VFE. The set
of w-words accepted by A is denoted by L, (A). Checking whether L, (A) is
nonempty, for a given A, can be done by checking whether there is a cycle in
the region graph of A which is reachable from an initial state and contains some
state in V¥

For infinite words, it is natural to require that time diverges, that is, the
sequence to,t1,...t;, ... grows without bound. Timed words that do not diverge
depict an infinite number of events that occur in a finite amount of time. To
restrict L,,(A) only to divergent words, we can transform the timed automaton
by adding a new clock = which is reset to 0 whenever it becomes 1 (using an
e-edge) and the timed automaton hits the new final set Vi only if the run had
passed through Vr in the last one unit of time.

Theorem 4. Given a timed automaton A, the problem of checking emptiness of
L, (A) is PSPACE-complete.

Most of the results in this survey hold for timed w-languages also.

2.3 Sampled Semantics

In the discrete-time or sampled semantics for timed automata, the discrete
switches, or the events, are required to occur only at integral multiples of a
given sampling rate f. This can be formalized as follows. Given a timed automa-
ton A and a sampling rate f € Q, we define an automaton Sﬁ;: the states, initial
states and final states of Sj; are the same as the states, initial states, and final
states of S4, and the transitions of S f; are the transitions of S4 that are labeled
with either a € X¢ or with m.f (where m € N). The sampled timed language
LY (A) is defined using the automaton S,{;. Note that time of occurrence of any
symbol in the timed words in Lf(A) is an integral multiple of the sampling fre-
quency f. To check emptiness of Lf(A), observe that in any reachable state of
S’fx, the values of all clocks are integral multiples of f, and this can lead to a
reduced search space compared to the region automata. However, the complexity
class of the reachability and cycle-detection problems stays unchanged (here L
denotes the set of w-words where events occur at sampling rate f):

Theorem 5. Given a timed automaton A and a sampling rate f € Q, the prob-
lem of checking the emptiness of Lf(A) (or Lf(A)) is PSPACE-complete.

If the sampling rate f is unknown, the resulting problems are the discrete-
time reachability and discrete-time cycle-detection problems with unknown sam-
pling rate: given a timed automaton A, does there exist a rational number f € Q
such that Lf(A) (or Lf (A)) is nonempty. Discrete-time reachability for unknown
sampling rate is decidable since it is equivalent to the question of whether L(A)
is empty: if L(A) is nonempty, we can find a word in L(A) where events occur at
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a,y=1,y:=0

@

bz>1,z:=0

Fig. 3. Sampled semantics is different from the standard semantics.

rational times, and by choosing an appropriate [, show that it is an f-sampled
word. However, the discrete-time cycle-detection problem with unknown sam-
pling rate is undecidable:

Theorem 6. Given A, the problem of checking whether UfeQ Li(A) is
nonempty, is undecidable [1/].

The undecidability proof is by reduction from the halting problem for two-
counter machines. Given a two-counter machine M , one can construct a timed
automaton Aps and a location sg such that for any integer n, the location sp
is reachable in the discrete-time semantics with the sampling rate 1/n iff the
two-counter machine M has a halting run in which both the counters do not
exceed the value n.

To see that L,,(A) can be nonempty while for each f, L{,(A) = 0, consider the
automaton in Figure 3. While the a-events occur at integer times, the b-events
have to occur closer and closer to the a-events, and fixing any sampling rate f
makes the w-language empty.

2.4 Choice of Clock Constraints and Updates

The clock constraints in the guards of a timed automaton compare clocks with
constants. Such constraints allow us to express (constant) lower and upper
bounds on delays. Consider the following generalization of clock constraints:
for a set X of clocks, the set &4(X) of clock constraints g is defined by the
grammar

g:::cgclchIz—y§c|x<c|c<:cfx—y<cfg/\g

where z, y are clocks in X and ¢ € @. Including such “diagonal” clock constraints
that compare clock differences with constants does not change the complexity
of reachability. Similarly, we can relax the allowed updates on switches. In the
original definition, each switch is tagged with a set A which specifies which clocks
should be reset to zero. A more general update map A maps clocks in X to QU X
specifying the assignments z := A(z). Thus, z can be assigned to an arbitrary
rational constant, or to the value of another clock. Both these modifications can
be handled by modifying the region construction. In fact, both these extensions
do not add to the expressive power.

Theorem 7. If the clock constraints for guards are chosen from the set &4(X),
and the switches are annotated with the update maps, the expressive power of



