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Preface

We have attempted to make this a book for people who will use Kalman filters. Our
objective in writing it was to give our readers a working familiarity with both the the-
oretical and practical aspects of the subject. For that purpose we have included some
“real-world” problems in practice as illustrative examples. We also cover the more
practical aspects of implementation: how to represent the problem in a mathematical
model, analyze the performance of the estimator as a function of model parameters,
implement the mechanization equations in numerically stable algorithms, assess its
computational requirements, test the validity of results, and monitor the filter per-
formance in operation. These are important attributes of the subject that are often
overlooked in theoretical treatments but are necessary for application of the theory
to real-world problems.

The enclosed 3 1/2-inch diskette contains software packages to demonstrate the
workings of the filter algorithms. These are written in FORTRAN, the lingua franca
of engineering programming, and formatted as ASCII document files in DOS format.
The inclusion of the software is practically a matter of necessity, because Kalman filter-
ing would not be very useful without computers to implement it. It is a better learning
experience for the student to discover how the Kalman filter works by observing it in
action.

The implementation of Kalman filtering on computers also illuminates some
of the practical considerations of finite word length arithmetic, and the need for al-
ternative algorithms to preserve the accuracy of the results. If the student wishes to
apply what she or he learns, it is essential that she or he experience its workings and
failings—and learn to recognize the difference.

The book is organized for use as a text for an introductory course in stochastic
processes at the senior level and as a first-year-graduate-level course in Kalman filter-
ing theory and application. It could also be used for self-instruction or for purposes of
review by practicing engineers and scientists who are not intimately familiar with the
subject. The organization of the material is illustrated by the following chapter-level
dependency graph, which shows how the subject of each chapter depends upon ma-
terial in other chapters. The arrows in the figure indicate the recommended order of
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xvi Preface

study. Boxes above another box and connected by arrows indicate that the material
represented by the upper boxes is background material for the subject in the lower
box.

Chapter 1 is an informal introduction to the general subject matter by way of
its history of development and application. Chapters 2 and 3 and Appendix B cover
the essential background material on linear systems, probability, stochastic processes,
and modeling. These chapters could be covered in a senior-level course in electrical,
computer, and systems engineering.

Chapter 4 covers linear optimal filters, predictors and smoothers with detailed
examples of applications. Chapter 5 is devoted to nonlinear estimation by “extended”
Kalman filters. Applications of these techniques to the identification of unknown pa-
rameters of systems are given as examples. Chapter 6 covers the more modern imple-
mentation techniques, with algorithms provided for computer implementation.

Chapter 7 deals with more practical matters of implementation and use beyond
the numerical methods of Chapter 6. These matters include memory and through-
put requirements (and methods to reduce them), divergence problems (and effective
remedies), and practical approaches to suboptimal filtering and measurement selec-
tion.

Chapters 4 to 7 cover the essential material for a first-year graduate class in
Kalman filtering theory and application, or as a basic course in digital estimation the-
ory and application. A solutions manual for the exercises in the back of the chapters
is available.

1. GENERAL 2. LINEAR DYNAMIC SYSTEMS
INFORMATION I

3. RANDOM PROCESSES
& STOCHASTIC SYSTEMS

vy !
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Y Y
L 6. IMPLEMENTATION METHODS |
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