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Preface

This book gives an introduction to basic neural network architectures and
learning rules. Emphasis is placed on the mathematical analysis of these
networks, on methods of training them and on their application to practical
engineering problems in such areas as pattern recognition, signal process-
ing and control systems.

Every effort has been made to present material in a clear and consistent
manner so that it can be read and applied with ease. We have included
many solved problems to illustrate each topic of discussion.

Since this is a book on the design of neural networks, our choice of topics
was guided by two principles. First, we wanted to present the most useful
and practical neural network architectures, learning rules and training
techniques. Second, we wanted the book to be complete in itself and to flow
easily from one chapter to the next. For this reason, various introductory
materials and chapters on applied mathematics are included just before
they are needed for a particular subject. In summary, we have chosen some
topics because of their practical importance in the application of neural
networks, and other topics because of their importance in explaining how
neural networks operate.

We have omitted many topics that might have been included. We have not,
for instance, made this book a catalog or compendium of all known neural
network architectures and learning rules, but have instead concentrated
on the fundamental concepts. Second, we have not discussed neural net-
work implementation technologies, such as VLSI, optical devices and par-
allel computers. Finally, we do not present the biological and psychological
foundations of neural networks in any depth. These are all important top-
ics, but we hope that we have done the reader a service by focusing on those
topics that we consider to be most useful in the design of neural networks
and by treating those topics in some depth.

This book has been organized for a one-semester introductory course in
neural networks at the senior or first-year graduate level. (It is also suit-
able for short courses, self-study and reference.) The reader is expected to
have some background in linear algebra, probability and differential equa-
tions.

Each chapter of the book is divided into the following sections: Objectives,
Theory and Examples, Summary of Results, Solved Problems, Epilogue,
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Further Reading and Exercises. The Theory and Examples section compris-
es the main body of each chapter. It includes the development of fundamen-
tal ideas as well as worked examples (indicated by the icon shown here in

the left margin). The Summary of Results section provides a convenient

listing of important equations and concepts and facilitates the use of the
book as an industrial reference. About a third of each chapter is devoted to
the Solved Problems section, which provides detailed examples for all key

concepts.

The following figure illustrates the dependencies among the chapters.
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Chapters 1 through 6 cover basic concepts that are required for all of the
remaining chapters. Chapter 1 is an introduction to the text, with a brief
historical background and some basic biology. Chapter 2 describes the ba-
sic neural network architectures. The notation that is introduced in this
chapter is used throughout the book. In Chapter 3 we present a simple pat-
tern recognition problem and show how it can be solved using three differ-
ent types of neural networks. These three networks are representative of
the types of networks that are presented in the remainder of the text. In
addition, the pattern recognition problem presented here provides a com-
mon thread of experience throughout the book.

Much of the focus of this book will be on methods for training neural net-
works to perform various tasks. In Chapter 4 we introduce learning algo-
rithms and present the first practical algorithm: the perceptron learning
rule. The perceptron network has fundamental limitations, but it is impor-
tant for historical reasons and is also a useful tool for introducing key con-
cepts that will be applied to more powerful networks in later chapters.

One of the main objectives of this book is to explain how neural networks

operate. For this reason we will weave together neural network topics with
important introductory material. For example, linear algebra, which is the
core of the mathematics required for understanding neural networks, is re-
viewed in Chapters 5 and 6. The concepts discussed in these chapters will
be used extensively throughout the remainder of the book.

Chapters 7 and 13-16 describe networks and learning rules that are heavi-
ly inspired by biology and psychology. They fall into two categories: asso-
ciative networks and competitive networks. Chapters 7 and 13 introduce
basic concepts, while Chapters 14-16 describe more advanced networks.

Chapters 8-12 develop a class of learning called performance learning, in
which a network is trained to optimize its performance. Chapters 8 and 9
introduce the basic concepts of performance learning. Chapters 10-12 ap-
ply these concepts to feedforward neural networks of increasing power and
complexity.

Chapters 17 and 18 discuss recurrent networks. These networks, which
have feedback connections, are dynamical systems. Chapter 17 investi-
gates the stability of these systems. Chapter 18 presents the Hopfield net-
work, which has been one of the most influential recurrent networks.

In Chapter 19 we summarize the networks presented in this book and dis-
cuss their relationships to other networks that we do not cover. We also
point the reader to other sources for further study. If you want to know
“Where do I go from here?” look to Chapter 19.
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MATLARB is not essential for using this book. The computer exercises can
be performed with any available programming language, and the Neural
Network Design Demonstrations, while helpful, are not critical to under-
standing the material covered in this book.

However, we have made use of the MATLAB software package to supple-
ment the textbook. This software is widely available and, because of its ma-
trix/vector notation and graphics, is a convenient environment in which to
experiment with neural networks. We use MATLAB in two different ways.
First, we have included a number of exercises for the reader to perform in
MATLAB. Many of the important features of neural networks become ap-
parent only for large-scale problems, which are computationally intensive
and not feasible for hand calculations. With MATLAB, neural network al-
gorithms can be quickly implemented, and large-scale problems can be
tested conveniently. These MATLAB exercises are identified by the icon
shown here to the left. (If MATLAB is not available, any other program-
ming language can be used to perform the exercises.)

The second way in which we use MATLAB is through the Neural Network
Design Demonstrations, which are on a disk included with this book. These
interactive demonstrations illustrate important concepts in each chapter.
After the software has been loaded into the MATLAB directory on your
computer, it can be invoked by typing nnd at the MATLAB prompt. All dem-
onstrations are easily accessible from a master menu. The icon shown here
to the left identifies references to these demonstrations in the text.

The demonstrations require MATLAB version 4.0 or later, or the student
edition of MATLAB version 4.0. In addition, a few of the demonstrations re-
quire The MathWorks’ Neural Network Toolbox version 1.0 or later. See
Appendix C for specific information on using the demonstration software.

As an aid to instructors who are using this text, we have prepared a
companion set of overheads. Transparency masters (in Microsoft
Powerpoint format) for each chapter are available on the web at:
www.pws.com/pwsftp.html. A solutions manual is also available. Contact
PWS Publishing at (800) 347-7707 for more information.
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