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PREFACE

The first special IFAC activity on adaptive control was a Symposium on
Optimization and Adaptive Control in Rome 1962. This was followed by a
symposium on Theory of Self-Adaptive Systems in Teddington in 1965 and the
symposium on System Sensitivity and Adaptivity in Dubrovnik in 1968. After that
adaptive control was discussed in other symposia mainly the very successful
symposium series on Identification and Process Parameter Estimation initiated in
Prague in 1967.

In 1981 the Theory Committee of IFAC created a working group on adaptive
control chaired by prof Landau. This group initiated several activities in adaptive
control. One goal was to try to bring the communities of control and signal
processing closer together. A result of the activity was to organize workshops.
The first workshop was called Adaptive Systems in Control and Signal Processing
1983. It was held in San Francisco. This proceeding is from the the second
workshop in the series which was held in Lund.

There were three plenary sessions and 192 submitted papers. We believe that
this reflects the increasing interest in adaptive control. The papers were selected
on the basis of extended abstracts. Of the submitted papers 83 were accepted.
Five papers were withdrawn later. To maintain a workshop spirit in spite of the
large number of papers we decided to run two applications sessions in parallel
and we also introduced two poster sessions. They were held in two rooms each
with about 10 papers. The sessions were very well attended and very well
received, there was a lively spirit with lots of discussions particularly in the
poster sessions. Many participants said that next time they would prefer to have
their paper presented at a poster session.

There were 188 participants from 24 countries, Australia, Belgium, Brazil, Canada,
China, Czechoslovakia, Denmark, Finland, France, FRG, Hungary, Israel, Italy,
Japan, Mexico, the Netherlands, Norway, Portugal, Sweden, Turkey UK, USA,
USSR, and Yugoslavia.

We would like to thank the IPC, the speakers and all attendees for their
contribution to a good workshop. Because of the large interest it has now been
decided to expand the workshop to a symposium. The next meeting in this series
will be held at the University of Strathclyde.

Karl Johan Astrém Gustaf Olsson
Chairman of the IPC Chairman of the LOC

vii
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ADAPTIVE INVERSE CONTROL

Bernard Widrow

Department of Electical Engineering, Information Systems Laboratory, Stanford
University, Stanford, CA 94305, USA

Abstract. Adaptive control is seen as a two part problem, control of plant dynamics and control of
plant noise. The parts are treated separately.

An unknown plant will track an input command signal if the plant is driven by a controller whose
transfer function approximates the inverse of the plant transfer function. An adaptive inverse
identification process can be used to obtain a stable controller, even if the plant is nonminimum phase.
A model-reference version of this idea allows system dynamics to closely approximate desired
reference model dynamics. No direct feedback is used, except that the plant output is monitored and
utilized in order to adjust the parameters of the controller.

Control of internal plant noise is accomplished with an optimal adaptive noise canceller. The canceller
does not affect plant dynamics, but feeds back plant noise in a way that minimizes plant output noise

PLENARY PAPERS

power.

Keywords.  Adaptive control, modeling,
deconvolution, adaptive inverse control.

INTRODUCTION

This paper presents a very brief description of a means of
using adaptive filtering techniques for solution of adaptive
control problems. The emphasis of this paper is on sys-
tems concepts rather than mathematic analysis. A full
paper by B. Widrow and E. Walach is in preparation which
will address the issues more completely.

Many problems in adaptive control can be divided into two
parts: (a) control of plant dynamics, and (b) control of
plant noise. Very often, a single system is utilized to
achieve both of these control objectives. The approach of
this paper treats each problem separately. Control of plant
dynamics can be achieved by preceding the plant with an
adaptive controller whose transfer function is the inverse of

that of the plant. Control of plant noise can be achieved by ,

an adaptive feedback process that minimizes plant output
noise without altering plant dynamics.

ADAPTIVE FILTERS

An adaptive digital filter, shown in Fig. 1, has an input, an
output, and another special input called the ‘‘desired
response.’’ The desired response input is sometimes called
the ‘‘training signal.”’

The adaptive filter contains adjustable parameters that con-
trol its impulse response. These parameters could, for
example, be variable weights connected to the taps of a
tapped delay line or to internal points of a lattice filter.
There are many ways to configure such a filter.

The adaptive filter also incorporates an ‘‘adaptive algo-
rithm’’ whose purpose is to automatically adjust the param-

identification, inverse modeling, noise cancelling,

ADJUSTABLE
WEIGHTS

I ADAPTIVE ALGORITHM

"DESIRED
RESPONSE"
INeUT

(a) ADAPTIVE TRANSVERSAL FILTER

T \
INPU' i
ADAPTIVE ) OuTRUT
— FILTER

ERROR

"DESIRED
RESPONSE"

(b) SYMBOLIC REPRESENTATION

FIG. 1 AN ADAPTIVE FILTER

eters to minimize some function of the error (usually mean
square error). The error is defined as the difference
between the desired response and the actual filter response.
Many such algorithms exist, a number of which are
described in the textbook by Widrow and Stearns [1].

For the purposes of this paper, the adaptive filter may be
considered to be like the one shown in Fig. 1a, an adaptive
tapped delay line or transversal filter. With fixed weights,
this is a linear finite-impulse-response (FIR) digital filter
having a transfer function with only zeros, no poles in the
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finite z-plane. This will be the basic building block for the
adaptive systems to be described below.

DIRECT PLANT IDENTIFICATION

Adaptive plant modeling or identification is an important
function. Figure 2 illustrates how this can be done with an
adaptive FIR filter. The plant input signal is the input to
the adaptive filter. The plant output signal is the desired
response for the adaptive filter. The adaptive algorithm
minimizes mean square error, causing the model P to be a
best least squares match to the plant P for the given input
signal and for the given set of weights allocated to P.

PLANT

INPUT DESIRED
T ¥ RESPONSE

OUTPUT

\ ADAPTIVE

FILTER
FIG 2. DIRECT IDENTIFICATION

INVERSE PLANT IDENTIFICATION

Another important function is inverse plant identification.
This technique is illustrated in Fig. 3. The plant input is as
before. The plant output is the input to the adaptive filter.
The desired response for the adaptive filter is the plant
input in this case. inimizing mean square error causes
the adaptive filter P~" to be a best least squares inverse to
the plant P for the given input spectrum and for the given
set of weights of the adaptive filter. The adaptive algo-
rithm attempts to make the cascade of plant and adaptive
inverse behave like a unit gain. This process is often
called deconvolution.

!
L {7

PLANT PLANT
INVERSE *

FIG. 3 INVERSE IDENTIFICATION

For sake of argument, the plant can be assumed to have
poles and zeros. An inverse, if it also had poles and zeros,
would need to have zeros where the plant had poles and
poles where the plant had zeros. Making an inverse would
be no problem except for the case of a nonminimum phase
plant. It would seem that such an inverse would need to
have unstable poles, and this would be true if the inverse
were causal. If the inverse could be noncausal as well as
causal however, then a two-sided stable inverse would exist
for all linear time-unvariant plants in accord with the
theory of two-sided Laplace transforms.

A causal FIR filter can approximate a delayed version of
the two-sided plant inverse, and an adaptive FIR filter can
self adjust to this function. The method is illustrated in
Fig. 4. The time span of the adaptive filter (the number of
weights multiplied by the sampling period) can be made
adequately long so that the mean square error of the optim-
ized inverse would be a small fraction of the plant input
power. To achieve this objective with a nonminimum
phase plant, the delay A needs to be chosen appropriately.

DELAYED
PLANT o
INVERSE

S ————

DELAY
FIG. 4 DELAYED INVERSE IDENTIFICATION

The choice is generally not critical.

The inverse filter is used as a controller in the present
scheme, so that A becomes the response delay of the con-
trolled plant. Making A small is generally desirable, but
the quality of control depends upon the accuracy of the
inversion process which sometimes requires A to be of the
order of half the length of the adaptive filter.

A computer simulation experiment has been done to illus-
trate the effectiveness of the inversion process. Figure Sa
shows the impulse response of a nonminimum phase plant
having a small transport delay. Figure 5b shows the
impulse response of the best least squares inverse with a
delay of A =26 sample periods. The error power was less
than 5% of the plant input power. Figure 5c is a convolu-
tion of the plant and its inverse impulse response. The
result is essentially a unit impulse at a delay of 26, with
small “‘sidelobes’’ elsewhere.

3
14

(a) PLANT IMPULSE RESPONSE

l r J TIME

14 (b)|40-WEIGHT DELAYED INVERSE
IMPULSE RESPONSE

lll"l',(” l|||

FIG. 5 APLANT AND ITS DELAYED INVERSE
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(PLANT) * (DELAYED INVERSE)

CASCADED IMPULSE RESPONSE

(c

0 'Illll .IIIIIA Al 11 1ot 1

FIG. 5 (CONT'D) A PLANT AND ITS DELAYED INVERSE

A model-reference inversion process is shown in Fig. 6. A
reference model is used in place of the delay of Fig. 4.
Minimizing mean square error with the system of Fig. 6
causes the cascade of the plant and its ‘‘model-reference
inverse”’ to closely approximate the response of a model M.
Much is known about the design of model reference sys-
tems [2]. The model is chosen to give a desirable response
to the overall system. Some delay may need to be incor-
porated into the model in order to achieve low error.

FIG. 6 MODEL-REFERENCE PLANT INVERSE

Thus far, the plant has been noise free. Plant noise creates
difficulty for the inverse modeling schemes of Figs. 3, 4,
and 6. The noise will bias the inverse solutions. Wiener
filter theory tells why: Plant output noise goes directly into
the inputs of the adaptive filters, biasing the input covari-
ance matrices of these filters.

To avoid this problem, the scheme of Fig. 7 can be used.
A direct modeling process yields A. Wiener filter theory
shows why P is unbiased: The plant noise does not affect
the input to P and therefore does not influence its covari-
ance matrix. The noise is added to the desired response of
P, i.e. to the plant output. But the plant output noise is not
correlated with the plant input. The result is that for the
adaptive filter, the plant noise does not affect the
crosscorrelation between the desired response and the adap-
tive filter input. Therefore, the Wiener solution for 7 is
unbiased.

Now using an exact copy of 7 in place of P, an off line
process is shown in Fig. 7 which calculates the model
reference plant inverse. The off line process can run faster
than real time, so that as P is calculated, the model refer-
ence inverse is immediately obtained.

+ .
PLANT o g PLANT
INPUT OUTPLT
v

SYNTHETIC
NOISE

— —»

PLANT MODEL

REFERENCE

OFF LINE PROCESS

FIG. 7 MODEL-REFERENCE INVERSE OF NOISY PLANT

ADAPTIVE CONTROL OF PLANT DYNAMICS

Now having the plant inverse, it can be used as a controller
to provide a driving function for the plant. This simple
idea is illustrated in Fig. 8. Error analysis for this structure
has been done and will be presented in the paper by
Widrow and Walach. Many simulation examples have
been done, with consistent good results. The idea works.
The plant must be stable, and the plant zeros should not be
very close to the jw-axis in the s-plane (analog) or to the
unit circle in the z-plane (digital), otherwise a very long
inverse filter would be required.

PLANT
NOISE
INPUT N\
CONTROL
COMMAND gﬁ\l SIGNAL + PLANT
o » : @ :
COPY P OUTPUT

MODEL-REFERENCE PLANT
PLANT INVERSE

FIG. 8 DYNAMIC CONTROL OF NOISY PLANT

ADAPTIVE PLANT-NOISE CANCELLING

The system of Fig. 8 only controls and compensates for
plant dynamics. The noise appears at the plant output una-
bated. The only way that the plant output noise can be
reduced is to obtain this noise from the plant output and
process it, then feed it back into the plant input. The sys-
tem shown in Fig. 9 does this.

In Fig. 9, an exact copy of P is fed the same input signal
as the plant P. The output of this P copy is subtracted
from the plant output. Assuming that P has a dynamic
response essentially identical to that of the plant P, the
difference in the outputs is a close estimate of the plant
noise. This noise is filtered by Q and then subtracted from
the plant input. The filter Q is generated by an off line
process that delivers new values of Q almost instantane-
ously with new values of P.
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The filter Q is the best inverse (without delay) of P, essen-
tially the best inverse of P (without delay). The ‘‘synthetic
noise’’ should have a spectral character like that of the
plant noise. It will be shown in the Widrow and Walach
paper that the noise cancelling system of Fig. 9 adapts and
converges to minimize the plant noise at the plant output.
As such, it is an optimal linear least squares system. There
is no way to further reduce the plant noise.

The system of Fig. 9 appears to be a feedback system.
However, if P is dynamically the same as P, the transfer
function around the loop is zero. The transfer function
from the ‘“‘control signal’’ input point to the ‘‘plant out-
put’’ point is that of the plant alone. Thus, the noise can-
celler does not affect the plant dynamics.

CONTROL
SIGNAL

ESTIMATION
OF

PLANT
NOISE

SYNTHETIC ®

\
NOISE Y
M P Q
(&

1 Y
ERROR %—

FIG. 9 ADAPTIVE NOISE CANCELLER
FOR NOISY PLANT

OFF LINE PROCESS

Figure 10 shows results of a computer plant noise cancella-
tion experiment. The plant in this case was minimum
phase. Almost perfect noise cancellation is possible with a
minimum phase plant, and this is evident from the experi-
ment.

ADAPTIVE INVERSE CONTROL

The system of Fig. 11 combines all of the parts, allowing
control of plant dynamics and control of plant noise. The
entire system is called *‘adaptive inverse control.”’

In Fig. 11, dither noise is used in the plant identification
process to obtain A. This should be done in cases where
the plant input signal is not persistent or is otherwise
unsuitable for plant identification. Also in Fig. 11, one can
see a ‘‘panic button’’ for breaking the noise cancelling
feedback. Emergency conditions could develop if the plant
P suddenly underwent massive changes in dynamics. Its
model P would require time to catch up, and in the
meanwhile the whole noise canceller could go unstable.
Pushing the panic button saves the situation, and releasing
it as soon as P converges to P causes plant noise cancelling
to be resumed.
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FIG. 10 OPTIMAL ADAPTIVE NOISE CANCELLING WITH
A MINIMUM PHASE PLANT
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FIG. 11 ADAPTIVE INVERSE CONTROL

CONCLUSION

Methods for adaptive control of plant dynamics and for
control of plant noise have been described. For their
proper application, the plant must be stable, and the plant
zeros should not be extremely close to the jw-axis of the
s-plane or the unit circle of the z-plane. An unstable plant
could first be stabilized with feedback, then adaptively con-
trolled. The feedback approach could also be used to move
plant zeros if required. Proper design of such feedback is a
subject of current research.
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