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Preface

Digital communication is an enormous and rapidly growing industry, roughly com-
parable in size to the computer industry. The objective of this text is to study those
aspects of digital communication systems that are unique. That is, rather than focusing
on hardware and software for these systems (which is much like that in many other
fields), we focus on the fundamental system aspects of modern digital communication.

Digital communication is a field in which theoretical ideas have had an unusually
powerful impact on system design and practice. The basis of the theory was developed
in 1948 by Claude Shannon, and is called information theory. For the first 25 years or so
of its existence, information theory served as a rich source of academic research prob-
lems and as a tantalizing suggestion that communication systems could be made more
efficient and more reliable by using these approaches. Other than small experiments
and a few highly specialized military systems, the theory had little interaction with
practice. By the mid 1970s, however, mainstream systems using information-theoretic
ideas began to be widely implemented. The first reason for this was the increasing
number of engineers who understood both information theory and communication
system practice. The second reason was that the low cost and increasing processing
power of digital hardware made it possible to implement the sophisticated algorithms
suggested by information theory. The third reason was that the increasing complexity
of communication systems required the architectural principles of information theory.

The theoretical principles here fall roughly into two categories — the first provides
analytical tools for determining the performance of particular systems, and the second
puts fundamental limits on the performance of any system. Much of the first category
can be undersiood by engineering undergraduates, while the second category is dis-
tinctly graduate in nature. It is not that graduvate students know so much more than
undergraduates, but rather that undergraduate engineering students are trained to mas-
ter enormous amounts of detail and the equations that deal with that detail. They are
not used to the patience and deep thinking required to understand abstract performance
limits. This patience comes later with thesis research.

My original purpose was to write an undergraduate text on digital communication,
but experience teaching this material over a number of years convinced me that I
could not write an honest exposition of principles, including both what is possible and
what is not possible, without losing most undergraduates. There are many excellent
undergraduate texts on digital communication describing a wide variety of systems,
and I did not see the need for another. Thus this text is now aimed at graduate students,
but is accessible to patient undergraduates.

The relationship between theory, problem sets, and engineering/design in an aca-
demic subject is rather complex. The theory deals with relationships and analysis for
models of real systems. A good theory (and information theory is one of the best)
allows for simple analysis of simplified models. It also provides structural principles
that allow insights from these simple models to be applied to more complex and
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realistic models. Problem sets provide students with an opportunity to analyze these
highly simplified models, and, with patience, to start to understand the general princi-
ples. Engineering deals with making the approximations and judgment calls to create
simple models that focus on the critical elements of a sjtuation, and from there to
design workable systems.

The important point here is that engineering (at this level) cannot really be separated
from theory. Engineering is necessary to choose appropriate theoretical models, and
theory is necessary to find the general properties of those models. To oversimplify,
engineering determines what the reality is and theory determines the consequences and
structure of that reality. At a deeper level, however, the engineering perception of real-
ity heavily depends on the perceived structure (all of us carry oversimplified models
around in our heads). Similarly, the structures created by theory depend on engi-
neering common sense to focus on important issues. Engineering sometimes becomes
overly concerned with detail, and theory becomes overly concerned with mathematical
niceties, but we shall try to avoid both these excesses here.

Each topic in the text is introduced with highly oversimplified toy models. The
results about these toy models are then related to actual communication systems, and
these are used to generalize the models. We then iterate back and forth between
analysis of models and creation of models. Understanding the performance limits on
classes of models is essential in this process.

There are many exercises designed to help the reader understand each topic. Some
give examples showing how an analysis breaks down if the restrictions are violated.
Since analysis always treats models rather than reality, these examples build insight
into how the results about models apply to real systems. Other exercises apply the
text results to very simple cases, and others generalize the results to more complex
systems. Yet more explore the sense in which theoretical models apply to particular
practical problems.

It is important to understand that the purpose of the exercises is not so much to
get the “answer” as to acquire understanding. Thus students using this text will learn
much more if they discuss the exercises with others and think about what they have
learned after completing the exercise. The point is not to manipulate equations (which
computers can now do better than students), but rather to understand the equations
(which computers cannot do).

As pointed out above, the material here is primarily graduate in terms of abstraction
and patience, but requires only a knowledge of elementary probability, linear systems,
and simple mathematical abstraction, so it can be understood at the undergraduate
level. For both undergraduates and graduates, I feel strongly that learning to reason
about engineering material is more important, both in the workplace and in further
education, than learning to pattern match and manipulate equations.

Most undergraduate communication texts aim at familiarity with a large variety of
different systems that have been implemented historically. This is certainly valuable
in the workplace, at least for the near term, and provides a rich set of examples that
are valuable for further study. The digital communication field is so vast, however,
that learning from examples is limited, and in the long term it is necessary to learn
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the underlying principles. The examples from undergraduate courses provide a useful
background for studying these principles, but the ability to reason abstractly that comes
from elementary pure mathematics courses is equally valuable.

Most graduate communication texts focus more on the analysis of problems, with
less focus on the modeling, approximation, and insight needed to see how these
problems arise. Our objective here is to use simple models and approximations as a
way to understand the general principles. We will use quite a bit of mathematics in the
process, but the mathematics will be used to establish general results precisely, rather
than to carry out detailed analyses of special cases.
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Introduction to digital communication

Communication has been one of the deepest needs of the human race throughout
recorded history. It is essential to forming social unions, to educating the young, and
to expressing a myriad of emotions and needs. Good communication is central to a
civilized society.

The various communication disciplines in engineering have the purpose of providing
technological aids to human communication. One could view the smoke signals and
drum rolls of primitive societies as being technological aids to communication, but
communication technology as we view it today became important with telegraphy,
then telephony, then video, then computer communication, and today the amazing
mixture of all of these in inexpensive, small portable devices.

Initially these technologies were developed as separate networks and were viewed
as having little in common. As these networks grew, however, the fact that all parts of
a given network had to work together, coupled with the fact that different components
were developed at different times using different design methodologies, caused an
increased focus on the underlying principles and architectural understanding required
for continued system evolution.

This need for basic principles was probably best understood at American Telephone
and Telegraph (AT&T), where Bell Laboratories was created as the research and devel-
opment arm of AT&T. The Math Center at Bell Labs became the predominant center
for communication research in the world, and held that position until quite recently.
The central core of the principles of communication technology were developed at
that center.

Perhaps the greatest contribution from the Math Center was the creation of Informa-
tion Theory by Claude Shannon (Shannon, 1948). For perhaps the first 25 years of its
existence, Information Theory was regarded as a beautiful theory but not asacen-
tral guide to the architecture and design of communication systems. After that time,
however, both the device technology and the engineering understanding of the theory
were sufficient to enable system development to follow information theoretic princi-
ples.

A number of information theoretic ideas and how they affect communication system
design will be explained carefully in subsequent chapters. One pair of ideas, however,
is central to almost every topic. The first is to view all communication sources, e.g.,
speech waveforms, image waveforms, and text files, as being representable by binary
sequences. The second is to design communication systems that first convert the
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Placing a binary interface between source and channel. The source encoder converts the source
output to a binary sequence and the channel encoder (often called a modulator) processes the
binary sequence for transmission over the channel. The channel decoder (demodulator)
recreates the incoming binary sequence (hopefully reliably), and the source decoder recreates
the source output.

source output into a binary sequence and then convert that binary sequence into a form
suitable for transmission over particular physical media such as cable, twisted wire
pair, optical fiber, or electromagnetic radiation through space.

Digital communication systems, by definition, are communication systems that use
such a digital' sequence as an interface between the source and the channel input (and
similarly between the channel output and final destination) (see Figure 1.1).

The idea of converting an analog source output to a binary sequence was quite
revolutionary in 1948, and the notion that this should be done before channel processing
was even more revolutionary. Today, with digital cameras, digital video, digital voice,
etc., the idea of digitizing any kind of source is commonplace even among the most
technophobic. The notion of a binary interface before channel transmission is almost
as commonplace. For example, we all refer to the speed of our Internet connection in
bits per second.

There are a number of reasons why communication systems now usually contain a
binary interface between source and channel (i.e., why digital communication systems
are now standard). These will be explained with the necessary qualifications later, but
briefly they are as follows.

¢ Digital hardware has become so cheap, reliable, and miniaturized that digital
interfaces are eminently practical.

® A standardized binary interface between source and channel simplifies implement-
ation and understanding, since source coding/decoding can be done independently
of the channel, and, similarly, channel coding/decoding can be done independently
of the source.

' A digital sequence is a sequence made up of elements from a finite alphabet (e.g. the binary digits
{0, 1}, the decimal digits {0, 1,.. ., 9], or the letters of the English alphabet). The binary digits are almost
universally used for digital communication and storage, so we only distinguish digital from binary in those
few places where the difference is significant.
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1.1 Standardized interfaces and layering 3

e A standardized binary interface between source and channel simplifies networking,
which now reduces to sending binary sequences through the network.

® One of the most important of Shannon’s information theoretic results is that if a
source can be transmitted over a channel in any way at all, it can be transmitted using
a binary interface between source and channel. This is known as the source/channel
separation theorem.

In the remainder of this chapter, the problems of source coding and decoding and
channel coding and decoding are briefly introduced. First, however, the notion of
layering in a communication system is introduced. One particularly important example
of layering was introduced in Figure 1.1, where source coding and decoding are
viewed as one layer and channel coding and decoding are viewed as another layer.

Standardized interfaces and layering

Large communication systems such as the Public Switched Telephone Network
(PSTN) and the Internet have incredible complexity, made up of an enormous variety
of equipment made by different manufacturers at different times following different
design principles. Such complex networks need to be based on some simple archi-
tectural principles in order to be understood, managed, and maintained. Two such
fundamental architectural principles are standardized interfaces and layering.

A standardized interface allows the user or equipment on one side of the interface
to ignore all details about the other side of the interface except for certain specified
interface characteristics. For example, the binary interface? in Figure 1.1 allows the
source coding/decoding to be done independently of the channel coding/decoding.

The idea of layering in communication systems is to break up communication
functions into a string of separate layers, as illustrated in Figure 1.2.

Each layer consists of an input module at the input end of a communcation system
and a “peer” output module at the other end. The input module at layer i processes the
information received from layer i 4 1 and sends the processed information on to layer
i—1. The peer output module at layer i works in the opposite direction, processing
the received information from layer i — 1 and sending it on to layer i.

As an example, an input module might receive a voice waveform from the next
higher layer and convert the waveform into a binary data sequence that is passed on to
the next lower layer. The output peer module would receive a binary sequence from
the next lower layer at the output and convert it back to a speech waveform.

As another example, a modem consists of an input module (a modulator) and
an output module (a demodulator). The modulator receives a binary sequence from
the next higher input layer and generates a corresponding modulated waveform for
transmission over a channel. The peer module is the remote demodulator at the other
end of the channel. It receives a more or less faithful replica of the transmitted

2 The use of a binary sequence at the interface is not quite enough to specify it, as will be discussed later.
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Figure 1.2.

Figure 1.3,
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Layers and interfaces. The specification of the interface between layers i and i — 1 should
specify how input module i/ communicates with input module i — 1, how the corresponding
output modules communicate, and, most important, the input/output behavior of the system to
the right of the interface. The designer of layer i — 1 uses the input/output behavior of the
layers to the right of i — 1 to produce the required input/output performance to the right of layer
i. Later examples will show how this multilayer process can simplify the overall system design.

waveform and reconstructs a typically faithful replica of the binary sequence. Similarly,
the local demodulator is the peer to a remote modulator (often collocated with the
remote demodulator above). Thus a modem is an input module for communication in
one direction and an output module for independent communication in the opposite
direction. Later chapters consider modems in much greater depth, including how noise
affects the channel waveform and how that affects the reliability of the recovered
binary sequence at the output. For now, however, it is enough simply to view the
modulator as converting a binary sequence to a waveform, with the peer demodulator
converting the waveform back to the binary sequence.

As another example, the source coding/decoding layer for a waveform source can be
split into three layers, as shown in Figure 1.3. One of the advantages of this layering is
that discrete sources are an important topic in their own right (discussed in Chapter 2)
and correspond to the inner layer of Figure 1.3. Quantization is also an important topic
in its own right (discussed in Chapter 3). After both of these are understood, waveform
sources become quite simple to understand.
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Breaking the source coding/decoding layer into three layers for a waveform source. The input
side of the outermost layer converts the waveform into a sequence of samples and the output
side converts the recovered samples back to the waveform. The quantizer then converts each
sample into one of a finite set of symbols, and the peer module recreates the sample (with
some distortion). Finally the inner layer encodes the sequence of symbols into binary digits.



