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Preface

Visual notations and languages continue to play a pivotal réle in the design
of complex software systems. In many cases visual notations are used to de-
scribe usage or interaction scenarios of software systems or their components.
While representing scenarios using a visual notation is not the only possibility,
a vast majority of scenario description languages is visual. Scenarios are used
in telecommunications as Message Sequence Charts, in object-oriented system
design as Sequence Diagrams, in reverse engineering as execution traces, and
in requirements engineering as, for example, Use Case Maps or Life Sequence
Charts. These techniques are used to capture requirements, to capture use cases
in system documentation, to specify test cases, or to visualize runs of existing
systems. They are often employed to represent concurrent systems that inter-
act via message passing or method invocation. In telecommunications, for more
than 15 years the International Telecommunication Union has standardized the
Message Sequence Charts (MSCs) notation in its recommendation Z.120. More
recently, with the emergence of UML as a predominant software design method-
ology, there has been special interest in the development of the sequence dia-
gram notation. As a result, the most recent version, 2.0, of UML encompasses
the Message Sequence Chart notation, including its hierarchical modeling fea-
tures. Other scenario-flavored diagrams in UML 2.0 include activity diagrams
and timing diagrams.

To a large extent the attractiveness of visual scenario notations stems from
the ease with which these diagrams can be recognized and understood. On the
other hand, the ease of use of these diagrams brings with it the danger that
system specifications and designs understate the inherent system complexity
and lead to incomplete system models. A research focus is therefore directed at
making scenario notations amenable to formal treatment — this includes models
for their formal representations, transformations between different notations and
abstraction levels, and tools that support editing, analysis and synthesis for
scenario notations.

The seminar on which this proceedings volume reports was entitled Scenarios:
Models, Transformations and Tools and was held as Seminar Number 03371
during September 7-12, 2003, at Schloss Dagstuhl, Germany. It was organized
as a continuation of a series of workshops that have been co-located with larger
conferences such as the International Conference on Software Engineering (ICSE)
and the Conference on Object-Oriented Programming, Systems, Languages, and
Applications (OOSPLA) since 2000. This volume is a post-event proceedings
volume and contains selected papers based on presentations given during the
seminar. All included papers were thoroughly peer-reviewed in two rounds of
reviewing.



VI Preface

The paper by Haugen, Husa, Runde and Stglen opens the first section of
papers that deal with the semantics and analysis of scenario notations. The
authors of this paper argue for the need to use a three-event semantics which
distinguishes the sending event, the receiving event and the consumption event
in timed sequence diagrams. An interactive scenario design process by which the
system synthesizes a design model by learning from sets of positive and nega-
tive scenarios, represented as sequence diagrams, is described in the paper by
Harel, Kugler and Weiss. An analysis tool stands at the end of their tool chain.
When analyzing Scenario specifications it is important to recognize the limits
of decidability. The paper by Muscholl and Peled reviews important decidabil-
ity results regarding Sequence Diagrams and Message Sequence Charts, another
popular visual scenario notation. It is frequently observed that the application
of modeling formalisms in specific application domains requires dedicated se-
mantics. Cremers and Mauw propose in their paper an operational semantics for
Messages Sequence Charts applied in the domain of security protocols.

One objective of the Dagstuhl seminar was to entice practical work that as-
sesses the suitability of different scenario design approaches to a common case
study. Two half-days during the seminar were devoted to modeling the case study
known as the Autonomous Shuttle System using different design approaches and
tools. The paper by Giese and Klein describe this case study. Some of the sub-
sequent papers in this volume refer to it.

We mentioned above that many but not all scenario formalisms are visual.
In his paper, Dromey introduces a textual scenario description language called
Design Behavior Trees and exemplifies this design notation by application to the
Early Warning System case study proposed by Harel and Politi.

The paper by Diethelm, Geiger and Ziindorf offers a thorough treatment of
the Autonomous Shuttle System case study using the Story Driven Modeling
design approach. The CASE tool Fujaba, which underlies this study, enables
editing, analysis and synthesis based on a collection of scenarios. The Use Case
Maps notation has recently evolved as a new visual requirements notation that
focusses on expressing the causalities of events happening along use cases. In their
paper, Petriu, Amyot, Woodside and Jiang illustrate the use of the Use Case
Maps notation by applying it to capturing requirements for the Autonomous
Shuttle System case study.

It has long been recognized that Message Sequence Charts and related sce-
nario notations can prove helpful in software testing. The paper by Beyer and
Dulz suggests the use of collections of scenarios in the synthesis of a stochastic
usage model, called Markov Chain Usage Models. These models are later used
as the basis for testing stochastic properties of real-time systems.

Both the formal analysis of variants of Message Sequence Chart models and
the synthesis of correct executable code from these models are at the heart
of the paper by Bontemps, Heymans and Schobbens. Since both problems are
either computationally expensive or intractable, the authors propose sound and
complete “lightweight” approximations of the original problems. The synthesis
problem is also the subject of the paper by Giese, Klein and Burmester. The
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authors suggest the derivation of behavior patterns from scenario specifications.
The patterns will later be used for compositional system verification.

The modeling of mobile systems is addressed in the paper by Kosiuczenko.
The author suggests a graphical scenario notation to represent object mobility
as an extension of UML Sequence Diagrams and suggests a semi-formal inter-
pretation for this notation.

Message Sequence Charts are frequently used at the early stages of the soft-
ware design process, and it is desirable to derive executable design models from
them. The MSC2SDL tool that Khendek and Zhang describe synthesizes SDL
models from collections of MSC specifications. The authors illustrate their ap-
proach by using the Autonomous Shuttle System case study as a reference.

Object-oriented systems tend to be described by the services that the object
instances can provide, and often assume that an object may provide different
services as it plays different roles. The paper by Kriiger and Mathews illustrates
the use of Scenario Diagrams in describing the different services that object
instances may provide. They also show how a complete system view can be
derived from this model. The authors exemplify the use of their notation by
applying it to the Center TRACON Automation System (CTAS) case study,
another benchmark case study for scenario-based system design.

The collection of papers included in this volume covers a major portion of the
discussions that took place during the seminar. More information, including the
program, transparencies of the presentations, and a summary of the outcome of
the seminar, is available online under the URL http://www.dagstuhl.de/03371/

Acknowledgements. We thank Francis Bordeleau for co-organizing this seminar
with us and for helping us in the initial phases of the editing of this volume.
We are truly grateful to Schloss Dagstuhl and its staff for providing us with the
very pleasant atmosphere that made a very productive seminar come about. The
permission to use the Springer LNCS online reviewing system helped us a lot
in the compilation of this volume, and we wish to thank Tiziana Margaria and
Martin Karusseit for their support.

March 2005 Tarja Systd (Tampere)
Stefan Leue (Konstanz)
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Why Timed Sequence Diagrams Require
Three-Event Semantics

@ystein Haugen!, Knut Eilif Husa?, Ragnhild Kobro Runde!,
and Ketil Stglen!3

! Department of Informatics, University of Oslo

2 Ericsson
3 SINTEF ICT, Norway

Abstract. STAIRS is an approach to the compositional development of
sequence diagrams supporting the specification of mandatory as well as
potential behavior. In order to express the necessary distinction between
black-box and glass-box refinement, an extension of the semantic frame-
work with three event messages is introduced. A concrete syntax is also
proposed. The proposed extension is especially useful when describing
time constraints. The resulting approach, referred to as Timed STAIRS,
is formally underpinned by denotational trace semantics. A trace is a
sequence of three kinds of events: events for transmission, reception and
consumption. We argue that such traces give the necessary expressive-
ness to capture the standard UML interpretation of sequence diagrams
as well as the black-box interpretation found in classical formal methods.

1 Introduction to STAIRS

Sequence diagrams have been used informally for several decades. The first stan-
dardization of sequence diagrams came in 1992 [ITU93] — often referred to as
MSC-92. Later we have seen several dialects and variations. The sequence di-
agrams of UML 1.4 [OMGOO] were comparable to those of MSC-92, while the
recent UML 2.0 [OMGO4] has upgraded sequence diagrams to conform well to
MSC-2000 [ITU99).

Sequence diagrams show how messages are sent between objects or other
instances to perform a task. They are used in a number of different situations.
They are for example used by an individual designer to get a better grip of a
communication scenario or by a group to achieve a common understanding of
the situation. Sequence diagrams are also used during the more detailed design
phase where the precise inter-process communication must be set up according to
formal protocols. When testing is performed, the behavior of the system can be
described as sequence diagrams and compared with those of the earlier phases.

Sequence diagrams seem to have the ability to be understood and produced
by professionals of computer systems design as well as potential end-users and
stakeholders of the (future) systems. Even though sequence diagrams are intu-
itive — a property which is always exploited, it is not always obvious how one goes

S. Leue and T.J. Systd (Eds.): Scenarios, LNCS 3466, pp. 1-25 , 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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about making the sequence diagrams when a certain situation is analyzed. It is
also the case that intuition is not always the best guide for a precise interpreta-
tion of a complicated scenario. Therefore we have brought forth an approach for
reaching a sensible and fruitful set of sequence diagrams, supported by formal
reasoning. We called this approach STAIRS — Steps To Analyze Interactions
with Refinement Semantics [HS03].

STAIRS distinguishes between positive and negative traces and accepts that
some traces may be inconclusive meaning that they have not yet or should not
be characterized as positive or negative. STAIRS views the process of developing
the interactions as a process of learning through describing. From a fuzzy, rough
sketch, the aim is to reach a precise and detailed description applicable for formal
handling. To come from the rough and fuzzy to the precise and detailed, STAIRS
distinguishes between three sub-activities: (1) supplementing, (2) narrowing and
(3) detailing.

Supplementing categorizes inconclusive behavior as either positive or nega-
tive. The initial requirements concentrate on the most obvious normal situations
and the most obvious exceptional ones. Supplementing supports this by allowing
less obvious situations to be treated later. Narrowing reduces the allowed behav-
ior to match the problem better. Detailing involves introducing a more detailed
description without significantly altering the externally observable behavior.

STAIRS distinguishes between potential alternatives and mandatory or oblig-
atory alternatives. A special composition operator named xalt facilitates the
specification of mandatory alternatives.

Figure 1 shows our STAIRS example — an interaction overview diagram de-
scription of the making of a dinner at an ethnic restaurant.

sd Dinner J
sd Entree ) sd SideOrder )

Fig. 1. Interaction overview diagram of a dinner
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The dinner starts with a salad and continues with a main course that consists
of an entree and a side order, which are made in parallel. For the side order there
is a simple choice between three alternatives and the restaurant is not obliged
to have any particular of them available. Supplementing side orders could be to
offer soya beans in addition, while narrowing would mean that the restaurant
could choose only to serve rice and never potatoes nor fries. It would still be
consistent with the specification and a valid refinement. On the other hand,
the entree has more absolute requirements. The restaurant is obliged to offer
vegetarian as well as meat, but it does not have to serve both beef and pork.
This means that Indian as well as Jewish restaurants are refinements (narrowing)
of our dinner concept, while a pure vegetarian restaurant is not valid according
to our specification.

The remainder of the paper is divided into six sections: Section 2 motivates
the need for a three event semantics for sequence diagrams. Section 3 intro-
duces the formal machinery; in particular, it defines the syntax and semantics of
sequence diagrams. Section 4 defines two special interpretations of sequence dia-
grams, referred to as the standard and the black-box interpretation, respectively.
Section 5 demonstrates the full power of Timed STAIRS as specification formal-
ism. Section 6 introduces glass-box and black-box refinement and demonstrates
the use of these notions. Section 7 provides a brief conclusion and compares
Timed STAIRS to other approaches known from the literature.

2 Motivating Timed STAIRS

STAIRS works well for its purpose. However, there are certain things that cannot
be expressed within the framework as presented in [HSO03]. For instance time
constraints and the difference between glass-box and black-box view of a system.
This section motivates the need for this extra expressiveness.

Let us now look closer at the details of making the Beef in Figure 1.! From
Figure 2 it is intuitive to assume that the working of the Cook making Beef can
be explained by the following scheme: The Cook receives an order for main dish
(of type Beef) and then turns on the heat and waits until the heat is adequate.
Then he fetches the sirloin meat from the refrigerator before putting it on the
grill. Then he fetches the sirloin from the stove (hopefully when it is adequately
grilled). He then sends the steak to the customer.

We reached this explanation of the procedures of the cook from looking locally
at the cook’s lifeline in the Beef diagram. The input event led to one or more
outputs, before he again would wait for an input. We found it natural to assume
that the input event meant that the cook handled this event, consumed it and

! This sequence diagram is not a complete specification of Beef. The supplementing
has not yet been finished. From a methodological point of view, the diagram should
be “closed” with an assert when the supplementing has been finished. This to state
that what is still left as inconclusive behavior should from now on be understood as
negative. Otherwise, we do not get the semantics intended by Figure 1.
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sd Beef J
Cook Stove Refrigerator
T T T
| : |
main dish please } | |
= | l
: turn on heat : :
| | |
I heat is adequate | !
< ! fetch_meat !
: fetched_meat(sirloin) } }
e | ]
: put on grill (sirloin) : :
I > |
{ fetch_meat : :
{ i '
i fetched_meat(sirloin) |
main dish:sirloin . .
j I
| I
1 |

Fig. 2. Sequence diagram of Beef

acted upon it. This intuition gives rise to what we here will call the standard
interpretation of sequence diagrams where an input event is seen as consumption
of the event, and where the directly following output events of the trace are
causally linked to the consumption. Thus, we can by considering each separate
lifeline locally determine the transitions of a state machine describing the lifeline.

Our description of how the beef is made comes from a quiet day, or early
in the evening when there were not so many customers and the kitchen had no
problems to take care of each order immediately. Furthermore our description
was probably made for one of those restaurants where the customers can look
into the kitchen through glass. It was a glass-box description. We want, however,
to be able to describe the situation later in the evening when the restaurant is
crammed with customers and in a restaurant where there is only a black door
to the kitchen. We would like to assume that even though the restaurant is
full, the kitchen will handle our order immediately, but alas this is of course
not the case. We can only observe the kitchen as a black-box. We observe the
waiters coming through the door as messengers — orders one way and dishes the
other. From these observations we could make estimates of the efficiency of the
kitchen. Notice that the efficiency of the kitchen cannot be derived from when
the customers placed the orders because the waiters may stop at several tables
before they enter the kitchen. Comparing black-box observations of the kitchen
with our glass-box one, we realize that in the glass-box description no event was
attached to passing through the door. The order was sent by the customer and
consumed by the chef. The passing through the door represents that the kitchen
is receiving the message but not necessarily doing something with it. As long



Why Timed Sequence Diagrams Require Three-Event Semantics 5

as you are not interested in timing matters, the difference is seldom practically
significant, but when time matters, the difference between when a message is
received and when it is consumed is crucial. How is the kitchen organized to
handle the orders in a swift and fair manner?

Motivated by this we will use three events to represent the communication
of a message: the sending event, the receiving event and the consumption event,
and each of these events may have a timestamp associated. We will introduce
concrete syntax for sequence diagrams to capture this and the distinction is also
reflected in the semantics. This will give us sufficient expressiveness to describe
a black-box interpretation as well as the standard glass-box interpretation.

3 Formal Foundation

In the following we define the notion of sequence diagram. In particular, we
formalize the meaning of sequence diagrams in denotational trace semantics.

3.1 Syntax of Sequence Diagrams

A message is a triple (s, tr, re) of a signal s, a transmitter ¢r, and a receiver re.
M denotes the set of all messages. The transmitters and receivers are lifelines.
L denotes the set of all lifelines.

We distinguish between three kinds of events; a transmission event tagged
by an exclamation mark “!”, a reception event tagged by a tilde “~”, or a
consumption event tagged by a question mark “?”. K denotes {!,~,?}.

Every event occurring in a sequence diagram is decorated with a unique
timestamp. 7' denotes the set of timestamp tags. We use logical formulas with
timestamp tags as free variables to impose constraints on the timing of events.
By F(v) we denote the set of logical formulas whose free variables are contained
in the set of timestamp tags v.

E denotes the set of all events. Formally, an event is a triple of kind, message
and timestamp tag

EFE=KxMxT
We define the functions
k.._.e E—-K, m_e€eFEFE—->M, t._eE—->T, tri_,re._cE—1L

to yield the kind, message, timestamp tag, transmitter and receiver of an event,
respectively.

N denotes the set of natural numbers, while Ny denotes the set of natural
numbers including 0.

The set of syntactically correct sequence diagrams D is defined inductively.
D is the least set such that:

- EcD
—deD=negde DA assertd € D



