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Preface

The use of statistics in geographical research has increased rapidly during
the last two or three decades. Most students being trained in geography at
tertiary educational institutions receive some instruction in statistical
methods; all are given things to read, particularly research reports in
journals, in which statistical procedures form a basic part of the reasoning. -
And yet relatively few geography students have a strong background in
school mathematics, and even fewer continue with mathematical studies in
parallel with their geography. How, then, can they obtain sufficient know-
ledge of statistical methods in order to appreciate thc arguments which
they must read and digest? '

Two main approaches to this problem have been suggested and applied.
The first is generally known as the ‘cookbook’, which outlines the compu-
tational procedures involved in using a statistical method and, by way of
examples, illustrates the method’s application within the general contexts
of hypothesis-testing and statistical inference. The focus is on ‘how’ and
‘what for’. The other approach is based much more firmly on ‘why’, arguing
that in order to use a method it is necessary to understand how it works.
Some detailed mathematical and statistical grounding is required for this.

The major texts written specifically for geographers to date have been
concerned with relatively simple and straightforward statistical techniques,
and they have largely been based on the ‘cookbook’ approach. Notable
among these are the texts by Gregory (3rd ed, 1973) and by Hammond
and McCullagh (1974). Two other volumes, by King (1969) and by Yeates
(1974), have essayed a stronger ‘why’ component, but seem to have fallen
between the two approaches: in addition, both aim to cover a very wide
range of material in a relatively small space, a feature of the later chapters
of a recent text by Smith (1975), also.

The present book follows introductory texts, such as Gregory’s and
Hammond and McCullagh’s, both of which have twin purposes of intro-
ducing students to the fundamentals of statistical analysis and of outlining
in some detail the computational procedures by which relatively simple
analyses may be conducted. But many of the research reports which
students must read use much more complex techniques, because the world
being studied is more complex than is allowed for by the simple procedures
covered by introductory texts. These more complex techniques are based
on the simple ones, but students are given no introduction to them which
crosses what is basically the gap between bivariate — or single cause — and
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multivariate — multiple cause-relationships.. The present volume attempts
to build a bridge over that gap with respect to one main family of
techniques, the general linear model.

This is not a ‘cookbook’, for two reasons. First, it is impractical to
attempt the use of most of the methods discussed here by hand calcu-
lations, or even with calculators of the type many people can now afford.
Computers are needed, and without them many of the procedures, es-
pecially those introduced in the later chapters, cannot be employed.
Secondly, the book is not aimed to help those who would make consider-
able use of the procedures in their own research: for that purpose, much
more intensive mathematical and statistical background work is necessary,
and students would need to graduate from this volume to the more detadiled
statistical texts relating to particular procedures. The target here is
appreciation. If students must read about multiple regressions and factor
‘analyses, dummy variables and linear discriminant functions, then they
must have a general knowledge of what those procedures do. Just as
appreciation of 2 good meal does not need understanding of the recipe, so
appreciation of a research paper by someone who wishes to use its findings
does not require a mathematical understanding of the,calculations under-
taken. The general student needs to know what in broad terms the adopted
procedure does and how its results should be interpreted.

There are dangers in the approach adopted here. The wide availability
of computer progrims invites the ‘number-crunching’ of ill-assembled data
sets through partly-comprehended statistical routines, and those intending
research using the methods outlined here are advised that furiher reading is
necessary before they start their analyses. But for those who only wish to.
know what it was that X did, whether it was relevant, and what his results
mean, have a more basic requirement, which is a general appreciation of
the method. It cannot be obtained without equations and formulae, but it
does not demand much mathematics, beyond simple arithmetic, geometry
and algebra; matrix algebra, however, is 2 necessity for those who would
travel further. Words, diagrams, and simple examples are used here, in the
hope that careful, perhaps guided, reading and study of this text will at
least enable the mass of geography students to know enough about what
they read to appreciate the contribution it makes to the discipline: hence
the sub-title.

Statistical analysis is not the only research method in geography; it is
the one which is far superior to any other when the aim is to make precise
and unambiguous statements about relationships and patterns in sets of
numbers. The statements which the rcsearcher wants to make, and the
numbers themselves, are based in geographical theory and the purposes of
geographical work. Chapter 1 briefly discusses this background to the use
of statistics, and reviews some basic concepts relevant to successful reading
of the rest of the book.

- As indicated by the title and sub-title, discussion here is restricted to
the various aspects of the general linear model, and particularly to multi-
variate analyses. Most students will have encountered the bivariate aspects
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— simple regression and correlation; one-way analysis of variance —~ prior
to using this book, but as understanding of these is basic to later discussian
of multivariate procedures, they are covered in some detail in Chapter 2,
to provide the necessary foundation. From them, Chapters 3 and 4
develop the multivariate extensions, showing how multi-causal hypotheses
can be tested with independent variables that are either interval/ratio
measured, or nominally measured, or both.

Of the seven substantive chapters the first three deal with hypothesis-
testing when causal and effect variables have been specified. In the other
four, the process is reversed somewhat, with attention on those procedures
‘which create new variables and test more complicated hypotheses with
them. Chapters 5 and 6 deal with this topic for data measured on interval
and ratio scales, with the former treating the procedures — principal com-
ponents analysis and factor analysis — which are used to create new
variables and the latter concentrating on methods, such as canonical cor-
relation analysis, which test for. relationships between hybrid variables. In
Chapters 7 and '8 the focus turns to independent variables which are
measured on nominal scales: classification of observations into categories
is discussed in Chapter 7; testing of hypotheses with and about such cate-
gories by linear discriminant analysis is treated in Chapter 8. Perhaps
paradoxically, these later chapters are about the more complex procedures,
but they are also the shorter ones, reflecting the detailed basis given earlier.

Throughout the book, the various methods are illustrated with geo-
graphical examples. The assumption is always that there are no problems
in the wholesale adoption of the methods to the research aims and data of
the geographer. This is not necessarily so, and in the final chapter some of |
the problems raised by geographical data are discussed.

There is continuing debate within the geographical discipline concerning
the methods discussed here. This has two strands. The first contends that
statistical analyses of the types discussed here dre invalid for much geo-
graphical work, certainly in human geography. This is a philosophical,
sometimes ideological issue, whose discussion lies outside the present con-
text. The assumptions here are (1) that the methods discussed are valuable
in certain circumstances, and (2) that because the methods are widely used
and reported in the geographical literature at present, it is a necessary part
of a geographer’s training to obtain some general comprehension of what is
being done and why. The second strand is not a debate about the value of
statistical techniques, but about the validity of using those discussed here
in geographical research. As with the other strand, there is validity in parts
of the argument against the techniques but the general case is far from
proven and the previous argument still holds; the techniques are being.
widely used and geographers should be aware of them, thus enabling an
informed assessment of their value.

The tricky issues are avoided here, therefore. The philosophy of this
book is that a family of techniques that is widely used in geographical
research should be appreciated — if not entirely understood — by all geo-
graphers. The book has been written in an attempt to provide such an
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appreciation, with as few constraints on required numeracy and math-
ematical skills as possible.
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