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Preface

What happens after an experiment has been designed and executed and the data
are in hand? How is a computer program told the structure of the design and the
tables needed for its analysis? How does the program calculate the tables? How is
the program itself constructed?

Early applied design books assumed the desk calculator was the tool to be used
for the analysis. More recently, the assumption has been the ANOVA program
within a comprehensive statistics package. Current design texts and package man-
uals describe the use of ANOVA programs for the analysis of designed experi-
ments. None of those books discusses how the ANOVA program and its compo-
nents work.

This book is about the computations used in the analysis of designed experi-
ments. Here we provide a synthesis of important concepts from modern compu-
tation theory as applied to the construction of program packages for the analysis
of statistically designed experiments. The computational issues addressed are not
Just those from numerical analysis. There are already many books directed toward
the statistician on general numerical issues (Kennedy and Gentle, 1980; Chambers,
1977; and Thisted, 1988) and on specific computational topics, such as regression
(Maindonald, 1984).

The ideas presented here reflect the state of the computing art on the design of
software systems. They are not elsewhere written in a form directed toward stat-
isticians. This book’s unique features include the following:

1. Its discussion of the design of software systems for statistical applications.
This is the theme of Chapters 3-5 in Part II and in the program sections of the
chapters describing algorithms.

2. Its emphasis on the construction and interpretation of sophisticated lan-
guages for specification of designs. The emphasis begins with the review of simple
designed experiments in Chapter 2 and continues both in Part IV (Chapters 12-
14), with discussions of the algebra, grammar, and interpretation of design state-
ments, and in Chapter 15 with a discussion of specification of hypothesis tests.
The techniques for interpretation discussed here also apply to the interpretation of
familiar algebraic computing languages.

3. A translation of the notation and descriptions of the generally balanced de-
signs to today’s computational notation and computational tools in Part V (Chap-
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ters 15-18). Several of the more esoteric and arcane calculational recipes from,
for instance, Cochran and Cox (1957) appear much simpler when placed in this
format.

4. Its presentation of the relationship between the structure of the analysis al-
gorithms and the algebraic and geometric structure of the designs themselves. This
material is spread throughout the book beginning in Part III, with the discussions
of projections in Chapter 6 and the numerical algorithms in Chapters 7-11, and
continuing in Part V with the discussion of the analysis of generally balanced
designs in Chapters 15-18.

5. Compilable source code files for all programs in all four languages (Fortran,
BASIC, APL, C) discussed in the book are included on the floppy disk packaged
with the book. The text of the programs in the book itself was set directly from
the files on the disk. Input files for all ANOVA examples discussed in the book
are also included on the disk in three package languages (P-STAT, GENSTAT,
and SAS). These files include both data and control statements to reproduce the
analyses. The Appendix to the book includes a listing of the READ.ME file from
the disk and an annotated directory of the files on the disk. The disk itself is
formatted for the IBM PC or compatible computers.

This book is written to convey the computational information to the reader with
a sound statistics background and fluency in at least one programming language.
All programming examples are written in Fortran, BASIC, APL, and C. Famil-
jarity with the use of a statistical package is assumed for Part II, Programming
Systems, and to some extent for Part IV, Interpretation of Design Specifications.
Familiarity with the material in a one year course in linear statistical methods (e.g.,
Neter, Wasserman, and Kutner, 1985) is assumed for Part III, Least Squares and
Analysis of Variance. In addition, familiarity with the concept of confounding in
design is needed for the last three chapters in Part V, Analysis of Designed Ex-
periments.

Readers who desire additional information on the design issues and concepts
discussed here are encouraged to seek out references on design. Box, Hunter, and
Hunter (1978) provide an introduction to the process and context of design. Coch-
ran and Cox (1957) describe many specific designs and outline the calculations
needed for their analysis. In addition, there are many books on design directed
toward specific areas of application. Winer (1972), for example, gives a very com-
plete discussion of design with examples taken from the field of psychology.

RICHARD M. HEIBERGER

Philadelphia, Pennsylvania
March, 1989
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CHAPTER1

1.1
1.2
1.3
1.4
1.5

Introduction

Comparative studies and designed experiments
Programming systems

Least squares and analysis of variance
Interpretation of design specifications

Analysis of designed experiments

The major tool in the analysis of designed experiments is the analysis of variance
(ANOVA) procedure in a package of programs for statistical analysis. This book
discusses statistical, mathematical, and computational aspects of the construction
of packages and ANOVA programs. There are five basic themes:

1.

The design of comparative experiments and their statistical analysis by least
squares techniques.

. The general problem of designing, writing, testing, and maintaining large

program systems.

. The construction of the numerical algorithms used to solve the linear equa-

tions and provide the least squares analysis.

- The construction of a language for specifying designs to an ANOVA pro-

gram, and the parsing programs needed to interpret specifications in the lan-
guage.

. The complications introduced into the analysis when the simplifying char-

acteristics of balance and orthogonality are relaxed, and partially balanced
and confounded designs are allowed.

Each of these themes is addressed primarily in its own part of the book.

1.1 COMPARATIVE STUDIES AND DESIGNED EXPERIMENTS

The analysis procedures are dictated by the underlying statistical processes. We
therefore review in Chapter 2 the statistics of designing experiments for compar-
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4 1 INTRODUCTION

ative studies. In a comparative study we observe the effect, on the value of a
response variable, of different treatments applied to essentially identical objects.

The observed differences are compared in the analysis of variance (ANOVA)
table to a measure of the underlying variability associated with multiple observa-
tions on identically treated objects. We discuss procedures for reducing the vari-
ability, hence increasing the precision, by means of replication and blocking.

We illustrate the differences in interpretation between designs, such as the one-
way blocked design and the two-way design without interaction, whose arithmetic
is identical. We distinguish the designs notationally with a formal design specifi-
cation language that recognizes as fundamental the distinction between preexisting
classifications of experimental material with blocking factors and experimentally
imposed classifications by treatment factors.

1.2 PROGRAMMING SYSTEMS

An ANOVA program exists in a computational environment defined by the pack-
age of which it is a component and the host computer system on which it resides.
We study the design and documentation features of individual programs needed to
make them fit into an environment. We also study strategies for designing and
testing entire systems of programs.

Chapter 3 presents and discusses those aspects of program system design that
are apparent to all program users. These include the interactive behaviors of the
individual program and of the operating system utilities with which the user ac-
cesses the program. A complete statistical system requires data input, data modi-
fication, and data file maintenance features; flexible output routines that can format
arbitrarily scaled output tables to fit well within the confines of a screen or page;
and the ability to route printed output to disk files as well as to the standard output
unit.

Programs must be tested not only during construction by the programmer and
system designer, but also by the end user before they are placed into production
use. Correct arithmetic is but one feature to be checked. Boundary conditions (e.g.,
data sets with a single observation or all of whose observations have the same
value) must be handled sensibly.

Chapters 4 and 5 discuss the programming strategies and tools needed to build
an efficient, understandable, and easily maintained system. Chapter 4 focuses on
the construction of individual subroutines and Chapter 5 on the procedures used
to combine them into a system.

Strategies include modular design so that each part can be tested on its own and
proper sequencing of development so that the testing environment is in place for
each subroutine as it is completed. Individual subroutines from well documented
and tested program libraries should be used whenever possible. All programs should
be well structured and well documented to make them easier both to write and to
maintain.



1.3 LEAST SQUARES AND ANALYSIS OF VARIANCE S

Communication between subroutines uses the techniques of common storage,
argument passing, external files, and scope of variable definition. The choice of
overlay versus virtual memory techniques for fitting a large program into a small
computer affects the portability and extensibility of the program. Both user and
system documentation are needed and are best written simultaneously with pro-
gram construction.

All programming discussions and examples are illustrated in four commonly
used computer languages: Fortran, APL, C, and BASIC. Listings of programs in
all four languages that implement the algorithms discussed in Chapters 5, 6,
8-12, 14, and 15 are included on the floppy disk accompanying this book. Printed
listings appear for only the first three languages.

1.3 LEAST SQUARES AND ANALYSIS OF VARIANCE

The principal analytic technique used in the analysis of designed experiments is
the analysis of variance (ANOVA), a least squares method. In Part III we develop
the algebra, geometry, and computing of the least squares method in a general
setting and then specialize it to ANOVA.

In Chapter 6 we introduce the idea of projection. The geometry of regression
is presented for both the individual space and its dual the variable space. In the
more familiar individual space the points for each individual are plotted on a set
of axes determined by the variables. In the variable space the points for the ob-
served and dummy variables are plotted on a set of axes determined by the indi-
viduals. The geometry of projection, although visible in both spaces, is clearer in
the dual space, where sums of squares correspond to squared lengths of vectors
and sums of cross products to angles between vectors. The relation between the
two spaces is discussed. The matrix algebra of projection is introduced and then
used in the construction of orthogonalization procedures and in the least squares
process. We illustrate the algebra and geometry of projection operators with pro-
grams.

Chapter 7 discusses the relationship of the standard statistical assumption of
normality to the usual procedures for testing hypotheses by comparing ratios of
mean squares to the F-distribution. The algebra, geometry, and statistics of the z-
and F-distributions are discussed and illustrated.

Several algorithms for the calculation of the sums of squares are described and
used. Principally, the Wilkinson SWEEP algorithm, which operates directly on
the levels of the classification factors, and the Beaton SWP algorithm, which op-
erates on the cross-product matrix of a set of dummy variables generated from the
classification factors, are described and illustrated with geometric, as well as al-
gebraic and statistical, interpretations. Both SWEEP and SWP are explicitly pro-
jection techniques, yet they look very different. The algorithms are presented both
in standard algebraic notation and as subroutines in several standard languages
(Fortran, APL, C and BASIC).



6 1 INTRODUCTION

Chapter 8 introduces the Wilkinson SWEEP algorithm for balanced designs.
The algorithm generalizes the familiar row and column sums in the two-way layout
to more complicated designs by using vectors of indices to specify which response
values belong to which treatment combinations. Its primary arithmetic operation
is the averaging of all response values with the same treatment combination. Its
geometry is the sequential projection of the dependent variable Y, thought of as a
vector of observations, onto subspaces determined by the index vectors. In Chapter
16 we continue the discussion of Wilkinson’s algorithm by extending it to the set
of generally balanced designs and then using it to detect confounding and to mea-
sure relative efficiency.

Chapter 9 presents the Beaton SWP algorithm, a method of organizing the cal-
culations for multiple regression. In order to use the technique of regression, a
method appropriate for continuous independent variables, with the discrete clas-
sification factors of analysis of variance, we must first generate dummy variables,
based on the classification factors, to specify which response values belong to
which treatment combinations. We discuss the problems of linear independence of
the dummy variables and the determination of the number of degrees of freedom
for effects.

Chapter 10 presents Yates’ algorithm for 2" and 3™ complete factorial designs.
It develops the algorithm as a natural generalization from the two-sample z-test and
extends it further to arbitrary dimensioned factorial designs by allowing multipli-
cation by orthogonal matrices for factors with more than three treatment levels.

Chapter 11 is devoted to general algorithms for numerical linear algebra. We
present the OR factorization, the Householder reflection, the Cholesky factoriza-
tion, Gaussian elimination, and the LU factorization. We then show the relations
among these algorithms and show that SWP is a variant of Gaussian elimination.
The presentations of the algorithms include a discussion of important issues of
numerical mathematics, distinguishing between the conceptual organization of the
calculations and the practical requirements imposed by arithmetic on finite preci-
sion machines.

1.4 INTERPRETATION OF DESIGN SPECIFICATIONS

The principal language used throughout the book to describe the factors in a de-
sign, and their crossing and nesting relationships with each other, is the notation
implemented in the ANOVA program in P-STAT (1986). It is based on Nelder’s
(1965) notation as implemented in GENSTAT (Alvey, et al., 1977) and GLIM
(Baker and Nelder, 1978). The notations used for design specification by other
major ANOVA programs [primarily SAS (1985a), SPSS* (SPSS, Inc., 1983), and
BMDP (Dixon 1983)] are also illustrated. All these formal notations are based on
the traditional algebraic notations used in most design texts. All numerical exam-
ples are included on the floppy disk packaged with this book in the languages of
P-STAT, GENSTAT, and SAS.



