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Preface

This volume presents selected, extended and reviewed versions of the papers pre-
sented at the 1st International Workshop on Regulated Agent Systems: Theory
and Applications (RASTA 2002), a workshop co-located with the 1st Internatio-
nal Joint Conference on Autonomous Agents and Multi-Agent Systems (AAMAS
2002), which was held in Bologna, Italy, in July, 2002. In addition, several new
papers on the workshop theme appear here as the result of a further call for
participation.

Agent-technology is the latest paradigm of software engineering methodology.
The development of autonomous, mobile, and intelligent agents brings new chal-
lenges to the field. Agent technologies and multiagent systems are among the
most vibrant and active research areas of computer science. At the same time
commercial applications of agents are gaining attention. The construction of arti-
ficial (agent) societies leads to questions that already have been asked for human
societies. Computer scientists have adopted terms like emerging behavior, self-
organization, and evolutionary theory in an intuitive manner. Multiagent system
researchers have started to develop agents with social abilities and complex social
systems.

However, most of these systems lack the foundation of the social sciences.
The intention of the RASTA workshop, and of this volume, is to bring together
researchers from computer science as well as the social sciences who see their
common interest in social theories for the construction and regulation of multi-
agent systems.

A total of 17 papers appear in this volume, out of 31 papers submitted.
They include nine papers presented in the workshop (whose preproceeedings were
published as Communications Vol. 818 Mitteilung 318 of Hamburg University,
Faculty of Informatics), as well as six new papers. In addition, an invited paper
from Bruce Edmonds reflects some aspects of the lively discussions held during
the workshop. The selection presented is divided into two major topics.

Topic A — Social Theory for Agent Technology (Socionics)

The wide range of social theories offers many different solutions to problems fo-
und in complex (computer) systems. Which theories, and how and when to apply
them is a major challenge. In developing agents and multiagent systems compu-
ter scientists have used sociological terms like negotiation, interaction, contracts,
agreement, organization, cohesion, social order, and collaboration. Meanwhile an
interdisciplinary area called socionics, the bridge between sociology and compu-
ter science, is beginning to establish itself. The realization that the behavior
of societies cannot fully be explained by macrotheories only, and the progress
made in agent technology have opened the way to new models of societies in
which both macrotheories and microtheories are incorporated. The development
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of the socionics research area and the increased interest in the dynamics of the
behavior of agents in hybrid organizations requires the investigation of new mo-
delling concepts like roles, groups, social intelligence, emotions, beliefs, desires,
and intentions.

Topic B — Norms and Institutions in MAS

Multiagent systems are increasingly being considered a viable technological basis
for implementing complex, open systems such as electronic marketplaces, virtual
enterprises, political coalition support systems, etc. The design of open systems
in such domains poses a number of difficult challenges, including the need to
cope with unreliable communication and network infrastructures, the need to
address incompatible assumptions and limited trust among independently deve-
loped agents, and the necessity to detect and respond to systemic failures.

Human organizations and societies have successfully coped with similar pro-
blems of coordination, cooperation, etc., in short, with the challenge of social
order, mainly by developing norms and conventions, that is, specifications of
behavior that all society members are expected to conform to, and that undergo
efficient forms of decentralized control. In most societies, norms are backed by
a variety of social institutions that enforce law and order (e.g., courts, police),
monitor for and respond to emergencies (e.g. ambulance service), prevent and
recover from unanticipated disasters (e.g., coast guard, firefighters), etc. In that
way, civilized societies allow citizens to utilize relatively simple and efficient rules
of behavior, offloading the prevention and recovery of many problem types to
social institutions that can handle them efficiently and effectively by virtue of
their economies of scale and widely accepted legitimacy. Successful civil societies
have thus achieved a division of labor between individuals and institutions that
decreases the “barriers to survival” for each citizen, while helping to increase the
welfare of the society as a whole.

Several researchers have recognized that the design of open multiagent sy-
stems can benefit from abstractions analogous to those employed by our robust
and relatively successful societies and organizations. There is a growing body of
work that touches upon the concepts of norms and institutions in the context of
multiagent systems.

July 2003 Daniel Moldt
Gabriela Lindemann
Mario Paolucci
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How Formal Logic Can Fail to Be Useful
for Modelling or Designing MAS

Bruce Edmonds

Centre for Policy Modelling

Manchester Metropolitan University
http://cfpm.org/~bruce

“To a person with a hammer, every screw looks like a nail” (trad.)

Abstract. There is a certain style of paper which has become traditional in
MAS - one where a formal logic is introduced to express some ideas, or where
a logic is extended on the basis that it then covers certain particular cases, but
where the logic is not actually used to make any substantial inferences and no
application of the logic demonstrated. I argue that although these papers do
follow a certain tradition, that they are not useful given the state of MAS and
should, in future, be rejected as premature (just as if one had simulation but
never run it). I counter the argument that theory is necessary by denying that
the theory has to be so abstract. I counter the argument that logic helps
communication on the simple grounds that for most people it doesn’t. I argue
that the type of logic that tends to be used in these papers is inappropriate. I
finish with some suggestions as to useful ways forward.

1 Introduction

During RASTA 2002 there was some discussion about the utility of formal systems
for building or understanding multi-agent systems (MAS). This paper is an attempt to
put my arguments. I argue that (as with any tool) one has to use formal systems
appropriately. Merely following a tradition of how to use and develop a particular
kind of formal system is not sufficient to ensure one is doing something useful.

In this context I wish to make it clear that I have nothing against logic. I like
formal logics because they can deal with qualitative information and they can be quite
expressive. However, at the end of the day’, they are just one of a range of types
formal systems that could be used — the kind of the system that is chosen is important.
The point is to distinguish when and how a particular formal system is useful — this
applies to formal logics as a particular case.

In short, the question is not whether to abstract from our field of study using
formal systems but how. In the past, premature ‘armchair theorising’ has not helped
the eventual emergence of useful theory, but rather impeded it. Formal systems (such

1

As David Hales would say.

G. Lindemann et al. (Eds.): RASTA 2002, LNAI 2934, pp. 1-15, 2004.
© Springer-Verlag Berlin Heidelberg 2004



2 B. Edmonds

as logics) are not the content of theory but merely a ool for expressing and applying
theory in a symbolic way — choosing the wrong kind of formal system will bias our
attempts and make our task more difficult.

2 Two 20th Century Trends in Logic

Whitehead and Russell [13] showed that set theory, arithmetic and a good chunk of
other mathematics could be formalised using first-order classical predicate logic. This
dramatically demonstrated the expressive power of logic. Once set theory was
properly logically formalised and the expressive power of set theory revealed it
became clear that all mathematics could be embedded in set theory and hence be
logically formalised. If any system could be shown to have an embedding in set
theory, then it counted as mathematics. Thus set theory and classical first order
predicate calculus was shown to general systems, in the sense that all known formal
systems could be expressed in them (albeit with different degrees of difficulty).

In the second half of the 20" Century there was an explosion of different kinds of
logic. This can be divided up into two approaches: those who were searching for the
‘one true logic’ (what I call the ‘philosophical approach’); and those who saw logic as
merely a useful tool for doing complex inference (what I call the ‘pragmatic
approach’). The former of these tinkered with the very structure of logic,
restructuring the nature of deduction in the logic so as to attempt to match correct
inference in natural language and by inventing new objects into the logic such as
indices, operators, names etc. The nature of their discussions went very much by
example — since they felt it was worth trying to construct the ‘one true logic’ it
necessarily had to include all such cases. Logics in this vein included intuitionistic
logic, free logic, relevance logic and modal logic. Due to the nature of their
discussions their work tended to concentrate upon the axioms of the logic in relation
to particular cases and treat the proof theory and formal semantics more as an after
thought.

The pragmatic approach does not care so much about the philosophical
interpretation as to what could be done with the logic. Thus, since classical first order
predicate logic was generally expressive [7], they tended to work within this
framework or construct simple extensions of it. For these people it was the pragmatic
virtues that mattered: was it good for doing inference in; were its formal semantics
checkable; was it easy to model with; and could it be used for computation (ala
Prolog and its successors)? The particular logic chosen for the MAS modelling
language, SDML” is a case in point — its purpose is not to capture any general theory
of cognition but to provide a sound and efficient basic for the consistent firing of
complex sets of interdependent rules [12].

Unfortunately the philosophical approach has tended to attract the more attention
in AL There may be many reasons for this: it may be that the association with
philosophy gives it academic status; it may be that the participants truly believe that
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there will be general logical systems that encode cognitive relations in ultimately
simple ways; and it may be that it is relatively easy to write but difficult to criticise.
Whatever the reason there has grown up a tradition in Al (and now MAS) which
discusses different axiomatisations of logical systems based purely on plausibility and
the ability to encode particular examples (i.e. its expressive power). It is this style of
paper that I am arguing against on the grounds that, in the absence of any results, it
does not merit publication.

3 Generality and Abstraction

One of the principle ways of achieving generality is to abstract away from the detail
of particular cases leaving only what happens to be true of the wider domain one is
considering (post hoc abstraction). Another way is to decide the structure before hand
and to choose one’s domain accordingly or else to simply ignore those aspects of
those cases that seem to contradict that structure (a priori abstraction). A third way is
to include a method for adapting to the particularities of each case so that the detail is
preserved (adaptive generality). However it is achieved, the increased generality is
obtained at a cost, a cost of lost information, relevance or computation respectively.
The cost of losing information as a result of post hoc abstraction may be critical if it
is the important details (w.r.t. one’s goal) that are lost. The cost of restricted relevance
as a result of a priori abstraction may be critical if this means that it excludes your
intended object of study. The cost of increased computation may be critical if the
computation is too onerous to be practical.

One well-known dynamic of philosophical discourse is that of the counter-example
followed by an increase in generality: a thesis is proposed; then a case exhibited
where the thesis fails; and, in response, the thesis is generalised (e.g. by adding
caveats, or by being suitably elaborated). The repeated application of this process of a
priori abstraction is a set of very general, but irrelevant principles. These principles
may give one the illusion of relevance because the ‘ghosts’ of the original concepts
are left as labels and symbols in the general principles and one has the impression that
the relevance can be restored by the simple adding of particulars. However, if this
attempted this is found to be unworkable in practice. Be clear — it is not generality or
abstraction by themselves that causes this lack of relevance but the way the generality
is achieved (i.e. a priori abstraction). Similarly — I am not arguing against generality
or abstraction but that it should be done in a way that results in useful theory. Work
which attempts to mimic the counter-example-generalisation process in formal logic
will not result in relevant theory about MAS.

One way of clearly demonstrating that increased generality is not a sufficient
reason for exhibiting a logic is that there are already many logics (and other formal
systems) that are as general as possible. If a particular logic has the ability to capture
a particular concept then the general one will also be able to do this. The point of
inventing new formal systems is thus entirely pragmatic, for each system (even the
general ones) will inevitably facilitate the construction of certain systems and
frustrate others, just as different programming languages are good at certain tasks and
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bad at others. This presence of implicit bias is not a question of the theoretical ability
of the system but practical ease for us humans. This is why we neither formalise
everything in set theory nor program using Turing Machines. Choosing an
inappropriate formal system will bias the development of a theory in unhelpful ways,
choosing an appropriate system will facilitate it [4]. Merely establishing that a
particular system can express certain properties does not demonstrate that the system
will facilitate a good theory, for the general systems also do this and they would
(almost certainly) make formal modelling impossibly cumbersome and inference
infeasible.

Thus arguing for a particular kind of formal logic on the grounds that it is able to
express certain ideas, concepts or cases is very weak, for there are already formal
logics that do the same (if any can). Thus, although the development of formal logics
is often driven by a wish to express certain ideas, they need to be justified on other,
stronger grounds.

4 The Need for Theory

Clearly if we are to escape simply considering individual cases and if our
understanding of MAS is to inform our construction of MAS (and vice versa) then we
will need to generalise and abstract our knowledge, i.e. use ‘theory’. The trouble is
that ‘theory’ can come in a variety of levels of abstraction and a variety of forms. A
natural language description is already a sort of theory because it is the result of many
relevance and representational decisions — it provides a level of generalisation by
facilitating the comparison of phenomena by substituting the comparison of
descriptions. An MAS may be also be used as a method of producing a sort of
dynamic description of a social system — this is when one attempts to program the
individual agents as closely to actual accounts as possible and then check that all
stages also correspond to those in the social systems at all levels of aggregation.
Another MAS may be intended to represent a set of phenomena that occurs in a small
set of individual cases — here the generality is restricted to a particular domain. At the
other end of the scale are the ‘high theories’ of philosophy or sociology — these are
ideas that are supposed to have a very great level of generality. In philosophy the
theories tend to be precise but irrelevant. In contrast, in sociology the theories are
relevant but often extremely difficult to pin down — they are more akin to a richly
expressive language for talking and thinking about social phenomena.

I am unsure of exactly what Rosaria Conte means by ‘theory’ during her remarks
during the closing panel of AAMAS 2002 (and elsewhere, see [2]). If she meant that
some level of abstraction will be necessary for escaping from individual cases, then I
agree with her — simply constructing particular MAS is not enough. However, if she
is arguing that ‘high theory’ is necessary, then I disagree, for intermediate levels of
abstraction also allows us to escape from single cases. For example physicists
managed perfectly well to develop useful theories before the advent of their high
theories, indeed they are still looking for a ‘Theory of Everything’ (TOE), even
though it is clear that the situations in which such a TOE would diverge from the



