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A First Course in Linear Regression introduces the techniques and applications of
linear regression and provides a sound basis for more advanced study. It can also
be used as a manual for those who use regression techniques without the benefit
of a formal course.

It is expected that some readers may already have had an introductory
survey course in regression analysis; nevertheless, this book begins at an elemen-
tary level. Building step-by-step on these elementary concepts, it offers a
thorough—yet readable—explanation of regression. The text is ‘‘user-friendly,”’
favoring verbal explanations rather than mathematical ones. Statistical theory
and advanced mathematical techniques are kept to a minimum. (Theoretical
assumptions and the derivations of formulas are explained intuitively in relation
to commonsense considerations.) The proper application of statistical results is -
contrasted with cases of their incorrect use. The clear and descriptive notation
conforms to that most widely used.

* The text has an early introduction to the matrix formulation of the
regression problem (expanded in this revision). This serves two very important
purposes: i

(1) It provides a unified framework for simple, polynomial, and multiple
regression and thus saves the reader from being overwhelmed by
special formulas;

and

(2) It provides a basis from which to advance to the analysis of variance
and covariance and to multivariate statistics.

® New material has been added on exponential functions and on dummy
variables and interactions.
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® A First Course in Linear.Regression provides step-by-step instruction in
modern regression and also provides step-by-step analysis techniques using four
widely available computer programs: BMDP, Minitab, SAS, and SPSSX. Many
printouts and plots are examined in detail to guide the reader in applying this
software to regression analysis. Since it is expected that the reader will use only
one of these four packages, each computer section stands on its own, and exercise
problems may be solved using any one of the four programs. Although the matrix
algebra formulation and the instructions for computer use provide many benefits
to the reader, coverage of these topics can be minimized without loss of under-
standing if course length requires it.

¢ The first nine chapters discuss the simple linear regression model and in-
troduce the matrix algebra formulation and the computer programs with regres-
sion diagnostics. Integrated with this discussion are topics presumably intro-
duced, but seldom well-understood, in previous courses: measuring variability,
constructing confidence intervals, and testing hypotheses. A single example is
continued throughout the first nine chapters so that attention can be focused on
new concepts rather than on new data. Also, results obtained algebraically, by
matrix algebra, or from the computer, become familiar through repeated use, re-
inforcing the equivalence of these procedures.

® Chapter 10 serves as a bridge between single-predictor and multiple-
predictor models. Fitting exponential models is a simple alteration to fitting
straight-line models. Polynomial models are treated as an extension of simple
linear models. Both exponential and polynomial models are reviewed. In connec-
tion with polynomial models, simultaneous, sequential, and partial tests of
hypotheses are introduced.

¢ Chapters 11-16 discuss multiple regression. An extension of the earlier
example helps illustrate concepts when more than one predictor is used. The
multiple regression model is introduced using algebraic formulas, and the matrix
formulation and computer programs are illustrated in detail. Simultaneous, se-
quential, and partial tests are developed, and the concepts of collinearity and par-
tial correlation are explained. Dummy variables are discussed. A data set from an
actual marketing study is used to illustrate various variable-selection and model-
selection techniques.

¢ An ample number of exercises are provided at the end of each section.
Many exercises introduced early are referred to later, so that the reader may
utilize results already obtained.

® A large data set is included in the Appendix. Though the reader may not
care to analyze the entire set, even by computer, these data may be useful in il-
lustrating variability by drawing a random sample of cases. Also in the Appendix
are ‘‘Analyses of Data Sets,”” which include complete numerical analyses for all
exercise data sets, ‘‘Answers to Selected Exercises,”’ and supplementary topics
such as the binary number system and calculus-based derivations. A First Course
in Linear Regression will be a valuable learning and reference source for the
reader.
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ST MPLE LINEA AR
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1 .1
I NTR ODUZ CTTI ON

In this chapter, we defirie regression and some of its basic terms and give
some examples of situations in which regression might be tife appropriate
method of statistical analysis. The hypothetical data problem introduced here
will be referred to throughout most of the text.

1 . 2
W HAT 1S

R EGRESSTON?

U S E S OF
R EGRESSION A NALY SIS

Regressiori is the study of relationships among variables. One purpose of
regressionn may be to predict, or estimate, the value of one variable from
known or assumed values of other variables related to it. For example, the
Dean of Admissions of a university might use the ‘College Board scores,
high school class standings, personal recommendations, and scores on various
tests to predict the college performance of applicants. Economists use such
measures as the Index of Industrial Production and the Consumer Price Index
to predict the unemployment rate or the Gross National Produict. A psychologist
working with laboratory rats might use number of hours of food deprivation
to predict how long it will take a rat to learn its way through a maze to find
food.



Predictor
Response
Variable

O N E SIMPLE LINEAR REGRESSION

In order to make predictions, or estimates, we must identify the effective
predictors of the variable of interest. Thus, one of the most crucial tasks in a
regression study is to determine which variables are important indicators,
which carry only a little information, and which predictors are redundant with
other variables. Researchers can often identify many variables that may be
important predictors, but they should narrow these down to the most effective
predictors that can be measured at least cost.

Often a variable is difficult or very expensive to measure. For example,
suppose a political scientist wanted to measuré ‘‘degree of political conserva-
tism’” among a group of people. Such an intangible concept might be measured
after extensive interviews on some arbitrary scale involving the subjective
judgment of the interviewer. But the task would be simpler if the political
scientist could find some easily measurable variables, such as income, years
of education, or age, that could be used effectively to estimate degree of
political conservatism. 3

Note that in regression analysis we use the lecms predict and estimate
almost interchangeably. Predict normally implies the future, but in regression
analysis we are usually not trying to predict change over time. For example,
the political scientist may find that one cap-use age, income, and education to
estimate people’s degree of political conservatism. But a different analysis
would be needed to predict the degree of conservatism the same people will
have as they grow older, increase of decrease in income, or go back to school.
Predicting a change over time, such as next year’s sales for a given company
or next year’s GNP, is not achieved with regression analysis. Rather, it requires
time series analysis. While there are some similarities between time series
analysis and regression analysis, the goal in regression analysis is to identify
variables that carry.information about another variable and not to extrapolate
from present conditions to future conditions. Thus, in regression studies a
predictor is a vafiable that is used to estimate some response variable. We
expect two items that have different measurements on the predictor to have
different measurements on the response also.

Beyond merely identifying which variables can be used to estimate the
value-of another variable, regression analysis can also describe the manner in
which these variables are related. One of the concerns of scientific inquiry is
to formulate theories, or models, of the relationships among variables. For
example, an economist might hypothesize that as the price of a certain

- commodity rises, the number of units sold will decline. Techniques of regression

analysis can be used to see if that theory is supported or refuted by empirical
evidence.

Generally, we begin with an idea— an educated guess or a hypothesis
—about how several variables might be related to another variable. With the
techniques of regression analysis researchers can test their hypotheses by
using empirical evidence and identifying relevant predictors. Once the form of
the relationship is determined, methods of regression analysis can be used to
estimate the value of the variable of interest. You can probably think of several
examples from your own areas of interest in which it is important to formulate

models of relationships and make estimates of one variable from values of
other variables.
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1 . 2  WHAT IS REGRESSION? 3

S OME DEFINITTIONS
A ND NOTATTION

When setting up a problem to analyze data, it is customary to denote the
predictor, or independent variable, by the symbol X. Then X, denotes the first
predictor, X, denotes the second, and X, denotes the kth, or the last. The
numbering of the predictors is arbitrary. However, the response variable, or
dependent variable —the one to be predicted from the others —is usually
denoted by Y. On the other hand, an economist interested in predicting the
quantity of an item sold from the price per unit might call the predictor (price)
P and the response (quantity) Q. Some prefer to denote the dependent variable
by X, and the predictors by X,, Xi, ..., Xi,,. Still others use X, for the
response. For most of this text we will useY for the response variable and X,
X, . .., X, for the predictors.

We will begin with the simplest possible case: the prediction of one
variable, denoted Y, from one other variable, X. A regression using only one
predictor is called a simple regression. Though a single predictor may oversim-
plify reality, our results here will extend easily to more realistic situations
later. Furthermore, we are often less interested in accurate predictions than
in simply finding a relationship between two variables and describing the
relationship. When there are two or more predictors, the analysis is called a
multiple regression.

A SI NGLE-PREDICTOR
E X AMPLE PR OBLIEM

Suppose a new family in a certain city wants to buy a house. Aware that
property values differ considerably from city to city, the newcomers seek an
estimate of the prices of various houses in their new hometown. Many factors
influence the price of a house: the size of the house, the size of the lot, the
age and condition of the house, the part of town it is in, whether or not it is
air conditioned, how badly the owner wants to sell it, local economic conditions,
and so on. Let us choose just one variable, size, and see if the price can be
estimated from the size. Then, in our example,

X = size of the house, in thousands of square feet,
Y = price of the house, in thousands of dollars.

We certainly suspect that the price of a house depends on its size to
some extent. But in order to be sure that the two variables are related we
must collect some data. Some preliminary research should let us determine if
there is a relationship, and if so, what it is. What kind of data should we
collect? Obviously, we need to look at houses of varying sizes and record
their prices. Our observations then consist of a pair of values for each house:



