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Preface

The first PASCAL Machine Learning Challenges Workshop (MLCW 2005) (see,
www.pascal-network. org/Workshops/PC04/) was held in Southampton, UK, dur-
ing April 11-13,2005. This conference was organized by the Challenges programme
of the European Network of Excellence PASCAL (Pattern Analysis, Statistical
modelling and ComputationAl Learning) in the framework of the IST Programme
of the European Community. First annually and now quarterly, the PASCAL Chal-
lenges Programme plays the role of selecting and sponsoring challenging tasks,
either practical or theoretical. The aim is to raise difficult machine learning ques-
tions and to motivate innovative research and development of new approaches.
Financial support covers all the work concerning the cleaning and labelling of the
data as well as the preparation of evaluation tools for ranking the results. For the
first round of the programme, four challenges were selected according to their im-
pact in the machine learning community, supported from summer 2004 to early
spring 2005 by PASCAL and finally invited to participate in MLCW 2005 :

— The first challenge, called “Evaluating Predictive Uncertainty”, dealt with
the fundamental question of assigning a degree of confidence to the outputs
of a classifier or a regressor.

— The goal of the second challenge, called “Visual Object Classes”, was to
recognise objects from a number of visual objects classes in realistic scenes.

— The third challenge task, called “Recognizing Textual Entailment” , consisted
in recognizing, given two texts fragments, whether the meaning of one text
can be inferred (entailed) from the other.

— The fourth challenge was concerned with the assessment of “Machine Learn-
ing Methodologies to Extract Implicit Relations from Documents”.

Each of these challenges raised noticeable attention in the research community,
attracting numerous participants. The idea behind having a unique workshop
was to make participants in different challenges exchange and benefit from the
research experienced in other challenges. For the workshop, the session chairs
made a first selection among submissions leading to 34 oral contributions. This
book is concerned with selected proceedings of the first three challenges, pro-
viding a large panel of machine learning issues and solutions. A second round
of selection was made to extract the 25 contributed chapters that make up this
book, resulting in a selection rate of one half for the three considered challenges
whose description follows.

FEvaluating Predictive Uncertainty Challenge

When making decisions based on predictions, it is essential to have a measure
of the uncertainty associated to them, or predictive uncertainty. Decisions are of
course most often based on a loss function that is to be minimized in expectation.
One common approach in machine learning is to assume knowledge of the loss
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function, and then train an algorithm that outputs decisions that directly mini-
mize the expected loss. In a realistic setting, however, the loss function might be
unknown, or depend on additional factors only determined at a later stage. A
system that predicts the presence of calcification from a mammography should
also provide information about its uncertainty. Whether to operate or not will
depend on the particular patient, as well as on the context in general. If the loss
function is unknown, expressing uncertainties becomes crucial. Failing to do so
implies throwing information away.

There does not seem to be a universal way of producing good estimates of
predictive uncertainty in the machine learning community, nor a consensus on
the ways of evaluating them. In part this is caused by deep fundamental differ-
ences in methodology (classical statistics, Bayesian inference, statistical learning
theory). We decided to organize the Evaluating Predictive Uncertainty Challenge
(http://predict.kyb.tuebingen.mpg.de/) to allow the different philosophies
to compete directly on the empirical battleground. This required us to define
losses for probabilistic predictions. Twenty groups of participants competed on
two classification and three regression datasets before the submission deadline of
December 11, 2004, and a few more after the deadline. We present six contributed
chapters to this volume, by all the winners plus authors of other outstanding
entries.

Visual Objects Classes
The PASCAL Visual Object Classes Challenge ran from February to March
2005 (http://www.pascal-network.org/challenges/VOC/). The goal of the
challenge was to recognize objects from a number of visual object classes in
realistic scenes (i.e., not pre-segmented objects). Although there already exist
benchmarks such as the so-called ‘Caltech 5’ (faces, airplanes, motorbikes, cars
rear, spotted cats) and UIUC car side images, largely used by the community
of image recognition, it appears now that the developed methods are achieving
such good performance that they have effectively saturated on these datasets,
and thus the datasets are failing to challenge the next generation of algorithms.
Such saturation can arise because the images used do not explore the full range
of variability of the imaged visual class. Some dimensions of variability include:
clean vs. cluttered background; stereotypical views vs. multiple views (e.g., side
views of cars vs. cars from all angles); degree of scale change, amount of occlusion;
the presence of multiple objects (of one or multiple classes) in the images.
Given this problem of saturation of performance, the Visual Object Classes
Challenge was designed to be more demanding by enhancing some of the di-
mensions of variability listed above compared to the databases that had been
available previously, so as to explore the failure modes of different algorithms.
Four object classes were selected: motorbikes, bicycles, cars and people. Twelve
teams entered the challenge. This book includes a contributed review chapter
about the methods and the results achieved by the participants.
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Recognizing Textual Entailment

Semantic analysis of language has been addressed traditionally through inter-
pretation into explicitly stipulated meaning representations. Such semantic in-
terpretation turned out to be a very difficult problem, which led researchers to
approximate semantic processing at shallow lexical and lexical-syntactic levels.
Usually, such approaches were developed in application-specific settings, without
having an encompassing application-independent framework for developing and
evaluating generic semantic approaches.

The Recognizing Textual Entailment (RTE) challenge was an attempt to form
such a generic framework for applied semantic inference in text understanding.
The task takes as input a pair of text snippets, called text (T) and hypothesis (H),
and requires determining whether the meaning of T (most likely) entails that of
H or not. The view underlying the RTE task is that different natural language
processing applications, including question answering, information extraction,
(multi-document) summarization, and machine translation, have to address the
language variability problem and recognize that a particular target meaning can
be inferred from different text variants. The RTE task abstracts this primary
inference need, suggesting that many applications would benefit from generic
models for textual entailment.

It is worth emphasizing some relevant features of the task, which contributed
to its success:

— RTE is interdisciplinary: the task has been addressed with both machine
learning and resource-based NLP techniques. It also succeeded to bridge, as
a common benchmark, over different application-oriented communities.

— RTE was a really challenging task: RTE-1, in several respects, was a simpli-
fication of the complete task (e.g., we did not consider temporal entailment),
but it proved to be at the state of the art of text understanding.

— The challenge attracted 17 participatants and made a strong impact in the
research community, followed by a related ACL 2005 workshop and a dozen
more conference publications later in 2005, which used the publicly available
RTE-1 dataset as a standard benchmark.

February 2006 Joaquin Quifionero-Candela
Ido Dagan

Bernardo Magnini

Florence d’Alché-Buc

MLCW 2005
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Abstract. This Chapter presents the PASCAL' Evaluating Predictive
Uncertainty Challenge, introduces the contributed Chapters by the par-
ticipants who obtained outstanding results, and provides a discussion
with some lessons to be learnt. The Challenge was set up to evaluate
the ability of Machine Learning algorithms to provide good “probabilis-
tic predictions”, rather than just the usual “point predictions” with no
measure of uncertainty, in regression and classification problems. Parti-
cipants had to compete on a number of regression and classification tasks,
and were evaluated by both traditional losses that only take into account
point predictions and losses we proposed that evaluate the quality of the
probabilistic predictions.

1 DMotivation

Information about the uncertainty of predictions, or predictive uncertainty, is
essential in decision making. Aware of the traumatic cost of an operation, a
surgeon will only decide to operate if there is enough evidence of cancer in
the diagnostic. A prediction of the kind “there is 99% probability of cancer”
is fundamentally different from “there is 55% probability of cancer”, although
both could be summarized by the much less informative statement: “there is
cancer”. An investment bank trying to decide whether to invest or not in a
given fund might react differently at the prediction that the fund value will
increase by “10%=+ 1%” than at the prediction that it will increase by “10%-+
20%”, but it will in any case find any of the two previous predictions way more
useful than the point prediction “the expected value increase is 10%” . Predictive
uncertainties are also used in active learning to select the next training example
which will bring most information. Given the enormous cost of experiments
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2 J. Quinonero-Candela et al.

with protein binding chips, a drug making company will not bother making
experiments whose outcome can be predicted with very low uncertainty.

Decisions are of course most often based on a loss function that is to be mini-
mized in expectation. One common approach in Machine Learning is to assume
knowledge of the loss function, and then train an algorithm that outputs de-
cisions that directly minimize the expected loss. In a realistic setting however,
the loss function might be unknown, or depend on additional factors only de-
termined at a later stage. A system that predicts the presence of calcification
from a mammography should also provide information about its uncertainty.
Whether to operate or not will depend on the particular patient, as well as on
the context in general. If the loss function is unknown, expressing uncertainties
becomes crucial. Failing to do so implies throwing information away.

One particular approach to expressing uncertainty is to treat the unknown
quantity of interest (“will it rain?”) as a random variable, and make to predic-
tions in the form of probability distributions, also known as predictive distribu-
tions. We will center our discussion around this specific representation of the
uncertainty. But, how to produce reasonable predictive uncertainties? What is
a reasonable predictive uncertainty in the first place?

Under the Bayesian paradigm, posterior distributions are obtained on the
model parameters, that incorporate both the uncertainty caused by the noise,
and by not knowing what the true model is. Integrating over this posterior al-
lows to obtain the posterior distribution on the variables of interest; the predic-
tive distribution arises naturally. Whether the resulting predictive distribution
is meaningful depends of course on the necessary prior distribution, and one
should be aware of the fact that inappropriate priors can give rise to arbitrarily
bad predictive distributions. From a frequentist point of view, this will be the
case if the prior is “wrong”. From a Bayesian point of view, priors are neither
wrong nor right, they express degrees of belief. Inappropriate priors that are
too restrictive, in that they discard plausible hypotheses about the origin of the
data, are sometimes still used for reasons of convenience, leading to unreasonable
predictive uncertainties (Rasmussen and Quinonero-Candela, 2005). If you be-
lieve your prior is reasonable, then the same should hold true for the predictive
distribution. However, this distribution is only an updated belief — the extent
to which it is in agreement with reality will depend on the extent to which the
prior encompasses reality.

It is common in Machine Learning to not consider the full posterior distribu-
tion, but to rather concentrate on its mode, also called the Maximum a Posteriori
(MAP) approach. The MAP approach being equivalent to maximum penalized
likelihood, one could consider that any method based on minimizing a regularized
risk functional falls under the MAP umbrella. The MAP approach produces pre-
dictions with no measure of the uncertainty associated to them, like “it will rain”;
other methods for obtaining predictive uncertainties are then needed, such as
Bagging for example (Breiman, 1996). More simplistic approaches would consist
in always outputting the same predictive uncertainties, independently of the in-
put, based on an estimate of the overall generalization error. This generalization



Evaluating Predictive Uncertainty Challenge 3

error can in turn be estimated empirically by cross-validation, or theoretically
by means Statistical Learning bounds on the generalization error. This simplis-
tic approach should of course be regarded as a baseline, since any reasonable
method that individually estimates predictive uncertainties depending on the
input could in principle be superior.

It appears that there might not be an obvious way of producing good esti-
mates of predictive uncertainty in the Machine Learning (or Statistical Learning)
community. There is also an apparent lack of consensus on the ways of evalu-
ating predictive uncertainties in the first place. Driven by the urgent feeling
that it might be easier to validate the goodness of the different philosophies
on the empirical battleground than on the theoretical, we decided to organize
the Evaluating Predictive Uncertainty Challenge, with support from the Euro-
pean PASCAL Network of Excellence. The Challenge allowed different Machine
Learning approaches to predictive uncertainty in regression and classification to
be directly compared on identical datasets.

1.1 Organization of This Chapter

We begin by providing an overview and some facts about the Challenge in Sect. 2.
We then move on to describing in detail the three main components of the
Challenge: 1) in Sect. 3 we define what is meant by probabilistic predictions in
regression and in classification, and explain the format of the predictions that
was required for the Challenge, 2) in Sect. 4 we present the loss functions that
we proposed for the Challenge, and 3) Section 5 details the five datasets, two for
classification and three for regression, that we used for the Challenge. In Sect. 6
we present the results obtained by the participants, and in Sect. 7 we focus
in more detail on the methods proposed by the six (groups of) participants
who contributed a Chapter to this book. The methods presented in these six
contributed chapters all achieved outstanding results, and all the dataset winners
are represented. Finally, Sect. 8 offers a discussion of results, and some reflection
on the many lessons learned from the Challenge.

2 An Overview of the Challenge

The Evaluating Predictive Uncertainty Challenge was organized around the fol-
lowing website: http://predict.kyb.tuebingen.mpg.de. The website remains open
for reference, and submissions are still possible to allow researchers to evaluate
their methods on some benchmark datasets.

The results of the Challenge were first presented at the NIPS 2004 Workshop
on Calibration and Probabilistic Prediction in Machine Learning, organized by
Greg Grudic and Rich Caruana, and held in Whistler, Canada, on Friday Decem-
ber 17, 2004. The Challenge was then presented in more depth, with contributed
talks from some of the participants with best results at the PASCAL Challenges
Workshop held in Southampton, UK, on April 11, 2005.



