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Preface

On behalf of the program and organizing committee members of this conference, we
are pleased to present you with the proceedings of the 12™ Asia-Pacific Computer
Systems Architecture Conference (ACSAC 2007), which was hosted in Seoul, Korea
on August 23-25, 2007. This conference has traditionally been a forum for leading
researchers in the Asian, American and Oceanian regions to share recent progress and
the latest results in both architectural and system issues. In the past few years the con-
ference has become more international in the sense that the geographic origin of par-
ticipants has become broader to include researchers from all around the world, includ-
ing Europe and the Middle East.

This year, we received 92 paper submissions. Each submission was reviewed by at
least three primary reviewers along with up to three secondary reviewers. The total
number of completed reviews reached 333, giving each submission 3.6 reviews on
average. All the reviews were carefully examined during the paper selection process,
and finally 26 papers were accepted, resulting in an acceptance rate of about 28%. The
selected papers encompass a wide range of topics, with much emphasis on hardware
and software techniques for state-of-the-art multicore and multithreaded architectures.
In addition to the regular papers, the technical program of the conference included
eight invited papers from world-class renowned researchers and featured two keynotes
by Pen-Chung Yew (University of Minnesota) and Kunio Uchiyama (Hitachi), ad-
dressing a compiler framework for speculative multithreading and power-efficient
heterogeneous multicore chip development, respectively. We sincerely hope that the
proceedings will serve as a valuable reference for researchers and developers alike.

Putting together ACSAC 2007 was a team effort. First of all, we would like to ex-
press our special gratitude to the authors and speakers for providing the contents of
the program. We would also like to thank the program committee members and exter-
nal reviewers for diligently reviewing the papers and providing suggestions for their
improvements. We believe that you will find the outcome of their efforts in this book.
In addition, we extend our thanks to the organizing committee members and student
volunteers, who contributed enormously to various aspects of conference administra-
tion. Finally, we would like to express special thanks to Chris Jesshope and Jinling
Xue for sharing their experience and offering fruitful feedback in the early stages of
preparing the conference.

June 2007 Lynn Choi
Yunheung Paek
Sangyeun Cho
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A Compiler Framework for Supporting Speculative
Multicore Processors

Pen-Chung Yew

University of Minnesota at Twin Cities

As multi-core technology is currently being deployed in computer industry primarily
to limit power consumption and improve throughput, continued performance
improvement of a single application on such systems remains an important and
challenging task. Because of the shortened on-chip communication latency between
cores, using thread-level parallelism (TLP) to improve the number of instructions
executed per clock cycle, i.e., to improve ILP performance, has shown to be effective
for many general-purpose applications. However, because of the program
characteristics of these applications, effective speculative schemes at both thread- and
instruction-level are crucial.

Processors that support speculative multithreading have been proposed for
sometime now. However, efforts have only begun recently to develop compilation
techniques for this type of processors. Some of these techniques would require
efficient architectural support. The jury is still out on how much performance
improvement could be achieved for general-purpose applications on this kind of
architectures.

In this talk, we focus on a compiler framework that supports thread-level
parallelism with the help of control and data speculation for general-purpose
applications. This compiler framework has been implemented on the Open64
compiler that includes support for efficient data dependence and alias profiling, loop
selection schemes, as well as speculative compiler optimizations and effective
recovery code generation schemes to exploit thread-level parallelism in loops and the
remaining code regions.
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Power-Efficient Heterogeneous Multicore Technology for
Digital Convergence

Kunio Uchiyama

Hitachi, Ltd

In recent mobile phones, car navigation systems, digital TVs, and other consumer
electronic devices, there is a trend toward digital convergence in which a single
device has the ability to process various kinds of applications. At the same time,
considering the processing of media content, these devices must be capable of
encoding and decoding video images and audio data based on MPEG2, MPEG4,
H.264, VC-1, MP3, AAC, WMA, RealAudio, and other formats. Moreover, the latest
DVD recorders have the ability to automatically generate digests of video images by
using audio and image recognition technology. These kinds of digital convergence
devices must be able to flexibly process various kinds of data—media, recognition,
data, communications, and so on—and the SoC (System-on-Chip) that is embedded in
the devices must deliver superior performance while consuming very small power.

To meet these needs, a power-efficient heterogeneous multi-core technology for
the SoC used in consumer electronic devices has been developed. Primary objectives
in developing this technology are to: (1) establish a robust heterogeneous multicore
architecture that integrates a number of different types of power-efficient processor
cores; (2) incorporate dynamic reconfigurable processors to leverage parallelism at
the operation level; and (3) create a new software development environment for
efficiently developing programs tailored for the heterogeneous multicore architecture.
This combination of attributes will give us the superior performance/power ratio and
flexibility, while satisfying the enormous demand for digital convergence devices.

The power-thrifty processors used in the heterogeneous multicore architecture
essentially include a local memory and an intelligent data transfer unit. Each local
memory functions as a distributed shared memory for the entire chip. Processing is
speeded up by enabling operations within processors in parallel with data transfers
between processors. Dynamic reconfigurable processors called Flexible Engines
(FEs) have been implemented as a special type of processor core. The FE executes
various arithmetic algorithms fast while dynamically changing the functions and
interconnections among 32 arithmetic elements.

A prototype heterogeneous multicore chip has been developed using 90nm
technology based on the architecture described above. Four low-power CPU cores are
integrated along with two FEs on the 96mm? chip. The CPU core operates at 600
MHz and has a performance of 1.08 GIPS or 4.2 GFLOPS, while the FE operates at
300 MHz, and can perform up to 19.2 GOPS. The chip as a whole delivers a
performance of 4.32 GIPS, 16.8 GOPS, and 38.4 GOPS with a power dissipation of
less than several watts.

When a program is executed on the heterogeneous multicore chip, the program is
divided up into sub-programs, which are processed by the processor cores on the chip
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that are best suited to the task based on the attributes of each sub-program part.
Multimedia programs such as encoding audio data have been executed on various
combinations of CPUs and FEs, and the performance and the power consumption of
the various configurations have been evaluated.

A new software development environment has been created for the efficient
development of programs specifically tailored for the heterogeneous multicore
architecture. Using the new platform, programs are broken up into sub-program parts.
The object code for the portions executed by CPU cores is generated using a usual
compiler. An FE compiler has been developed for the sub-program parts executed by
FEs, and the compiler generates configuration data and sequence control codes
tailored for the FEs. A graphical interface editor for optimizing FE libraries has also
been developed. It not only enables programmers to write FE programs directly but
also enables the programs to be verified by simulation.

A part of the introduced research has been supported by NEDO “Advanced
heterogeneous multiprocessor,” “Multicore processors for real-time consumer
electronics,” and “Heterogeneous multi-core technology for information appliances.”



StarDBT: An Efficient Multi-platform Dynamic Binary
Translation System

Cheng Wang, Shiliang Hu, Ho-seop Kim, Sreekumar R. Nair, Mauricio Breternitz Jr.,
Zhiwei Ying, and Youfeng Wu

Programming Systems Lab, Intel Corporation
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{cheng.c.wang, shiliang.hu, ho-seop.kim, sreekumar.r. nair,
mauricio.breternitz.jr,victor.ying,youfeng.wu}@intel.com

Abstract. This paper describes the design and implementation of a research
dynamic binary translation system, StarDBT, which runs many real-world
applications. StarDBT is a multi-platform translation system that is capable of
translating application level binaries on either Windows or Linux OSes. A
system-level variant of StarDBT can also run on a bare machine by translating
the whole system code. We evaluate performance of a user-mode system using
both SPEC2000 and some challenging Windows applications. StarDBT runs the
SPEC2000 benchmark competitively to other state-of-the-art binary translators.
For Windows applications that are typically multi-threaded GUI-based
interactive applications with large code footprint, the StarDBT system provides
acceptable performance in many cases. However, there are important scenarios
in which dynamic translation still incurs significant runtime overhead, raising
issues for further research. The major overheads are caused by the translation
overhead of large volume of infrequently-executed code and by the emulation
overhead for indirect branches.

Keywords: Dynamic binary translation, performance evaluation.

1 Introduction

Dynamic binary translation (DBT) has many attractive applications in computer
system designs. For example, it can be used to support legacy binary code [4]; support
ISA virtualization [1]; enable innovative co-designed microarchitectures [7], [13], and
many others [3], [10], [14], [15], [19], [20]. However, DBT technology also comes
with its costs: translation overhead, emulation overhead and potentially other runtime
overheads. It is an interesting research topic to obtain insights for designing systems
featuring binary translation.

To evaluate DBT design and application, we developed a multi-platform DBT
system, named StarDBT. StarDBT translates from IA (Intel Architecture, a.k.a ‘x86")
to IA, including from IA32 to Intel64. As a multi-platform system, StarDBT can run
as a user-mode module that resides in user process space. Currently, we have
OS-specific support for user-mode DBT on both Linux and Windows x64 platforms.
Furthermore, StarDBT can also serve as a system level DBT that runs directly on
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