IEEE Catalog No. 81CH1699-8 A symposium sponsored by
Library of Congress No. 81-82786
IEEE Computer Society Order No. 380 s
|IEEE Computer Society
Technical Committee on
Computer Communications

U.S. Department of Commerce
National Bureau of Standards
Institute for Computer Sciences and Technology

December 8, 1981
National Bureau of Standards
Gaithersburg, Maryland

PROCEEDINGS

| SOMEHES
@ THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS, INC. PRESS



|EEE Catalog No. 81CH1699-8
Library of Congress No. 81-82786
|EEE Computer Society Order No. 380

A symposium sponsored by

IEEE Computer Society
Technical Committee on
Computer Communications

®
S,
& Y ™% u.s. Department of Commerce
: )sE&[ » National Bureau of Standards
3 T & Institute for Computer Sciences and Technology

‘
*ungay of

December 8, 1981
National Bureau of Standards
Gaithersburg, Maryland

PROCEEDINGS

« THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS, INC. PRESS
v



Copyright and Reprint Permissions: Abstracting is permitted with credit to the source.
Libraries are permitted to photocopy beyond the limits of U.S. copyright law for
private use of patrons those articles in this volume that carry a code at the bottom
of the first page, provided the per-copy fee indicated in the code is paid through the
Copyright Clearance Center, 21 Congress Street, Salem, MA 01970. Instructors are
permitted to photocopy isolated articles for noncommercial classroom use without
fee. For other copying, reprint or republication permission, write to Director, Publish-
ing Services, IEEE, 345 E. 47 St., New York, NY 10017. All rights reserved. Copy-
right © 1981 by The Institute of Electrical and Electronics Engineers, Inc.

IEEE Catalog No. 81 CH1699-8
Library of Congress No. 81-82786
IEEE Computer Society Order No. 380

Order from: IEEE Computer Society IEEE Service Center
Post Office Box 80452 445 Hoes Lane
Worldway Postal Center Piscataway, NJ 08854

Los Angeles, CA 90080

Q The Institute of Electrical and Electronics Engineers, Inc.

ii



SYMPOSIUM COMMITTEE

Conference Chairperson
Robert Rosenthal
National Bureau of Standards

Program Chairperson
Thomas R. Stack
Network Analysis Corporation

Program Committee
Maurice France
TRW

Van Foster
U.S. State Department

James G. Hiemenz
U.S. House Information
Systems

NBS Liaison
Robert Toense
National Bureau of Standards

Treasurer and Registration
Gerrie P. Katz
IEEE Computer Society

Publications
C.G. Stockton
IEEE Computer Society

Local Arrangements
Chairperson

Robert Toense

National Bureau of Standards

il



National Bureau of Standards
Gaithersburg, Maryland
December 8, 1981

Table of Contents

Session IA: Local Networks (T.R. Stack, Chairperson) .

Integration of Voice, Data and Image Traffic on a Wideband Local net\‘o‘m O v » s A e
K. Hanson, W. Chou, and A. Nilsson v

A Distributed Local Area Network Using Non-Contention Protocols .. e B 6 B L 15 0 5 £
A.C. Capel, G.E. Gilks, R.A. Basso, and G. Yan

The Large Scale Integrated Service Local Network Using Optical Fiber

Data HIGRWAY . .outnntntitintntetantateneetat it eeitatestatanctotatitcetattaanananes
K. Yada, Y. Suzuki, O. Takahashi, and R. Yatsuboshi

Functional Description of a Value-Added Local Area Network ..............c.ceeeeenennn.
T.R. Stack and K.A. Dillencourt

Session IB: Analysis (M. France, Chairperson)

An Evaluation of Playout Strategies for Voice Transmission in Packet Networks ..........
P.M. Gopal, J.W. Wong, and J.C. Majithia

A Decentralized Conflict-Free Protocol, GBRAM for Large-Scale Local Networks .........
T.T. Liu, L. Li, and W.R. Franta

An Automated Approach to Switch Interoperability Analysis Through Standard

SPECIfICAtIONS ...\ttt
E.R. Comer and R.H. Dorin

Guided-Adaptive Routing Techniques for Packet-Switching NEetWOrKS csimemesssmemosms s
W. Hilal and M.T. Liu

Liveness Analysis of Message-Based Multiprocess Systems .................cooiivieinne.
H.K. Reghbati

Session ITIA: Performance (V. Foster, Chairperson)

A Methodology for Predicting End-to-End Responsiveness in a Local

ATEA NOEWOT o vttt ittt tteteaeenenessesessseassssassnssasnsssssssseasasssesesnasnsnans
L.C. Mitchell

Analysis of Local Area Network Performance ................ociiiiiiiiiiniiiiininnannn,
J.H. Carson and E.H. Forman

Simulation Study of a Distributed Packet Radio Network ...............c..ooooiiinineininnn
P.K. Varshney, D.R. Schmitt, and D.J. McAuliffe

Priority Queueing Models for Congestion Control and Performance Analysis of a

Distributed Computer NetWOTK .........outiutineaneiniiiiitiiteatearentetencaeaeennne
E.W. Soueid and J.J. Metzner

Nonpreemptive Load Balancing in a Class of Local Area Networks ........cooivieeiennnn.
L.M. Ni and K. Abani

Session IIB: Design (J. Hiemenz, Chairperson)

Distributed Directories in Internetworking Environment ................. ..o
W. Chou, A.A. Nilsson, and D. Jacobson

Network Design for a Tactical Command and Control System ..................ocovininen
S. Balsera

12

18

24

33

39

55

65

75

83

92



Planning for an Incremental Network Expansion: ACase Study ............cccoiiuvueennn. 134
W. Kassem and A. Snow

Multinet— A Computer Aided Network Design Tool .............cciiiiiiiiiiiiinninnnnnnn.. 140
O. Mowafi and K. Sohraby

Hierarchical Design and Implementation of Communication Protocols .................... 145
S.B. Im and J.C. Bellamy

AVENOT INAOXT .. iocs 0w v msmsim e imsmeems 3 50s o8 05 098 86 6 578 615 @ 515 578 618 35 596 535 83 6518 615160 575 05 50 58 605 6 o 51 6 i o 151

vi



Session 1A: Local Networks

Thomas R. Stack
Network Analysis Corporation






INTEGRATION OF VOICE, DATA, AND IMAGE TRAFFIC

ON A WIDEBAND LOCAL NETWORK*

Kathryn Hanson

North Carolina Department
of Administration

Abstract

A hybrid access method (HAM) is proposed for
data, voice, and image traffic on a wideband, local
communication network. The mixture of bursty and
stream traffic from a large population of users
requires: uninterrupted bandwidth for stream
traffic; fast response time for bursty traffic;
access by simple interface devices; method
suitability for wide channel bandwidth, in
particular, for optical fiber; and no bandwidth
monopolization by either type of traffic.

HAM meets these constraints by dividing the
channel into time frames, each with a fixed number
of minislots for reservations, a specified maximum
number of slots reserved by stream traffic, and a
specified minimum number of slots for bursty
traffic. The boundary between the bursty and
stream portions of the frame shifts in response to
stream traffic demand.

HAM is analyzed by modified reservation-Aloha
and slotted-Aloha, and by diffusion approximation
or analysis of models based on M/M/N (with varying
service rate) or M/G/1 queues, depending on traffic
load. Results show HAM appropriate for a range of
mixes of traffic types and network operating
characteristics.

Introduction

The networks to support data, voice,
facsimile, video, and conference communications are
expanding to the point that the duplication of
facilities is becoming economically noticable. The
problem is relatively new, but it is one of
increasing interest as technology improves for
integrated networksl. Demand for networks that
handle more than one type of traffic is growing
with the technology.

The communications can be considered
generically as a mixture of bursty and stream
traffic. Bursty traffic is predominantly

represented by interactive data terminals and, in
some cases, telephone voice conversations.
Digitized wvoice conversation is a stream
transmission at channel bandwidths in the thousands
of bits per second range. In the hundred million
bits per second range, individual packets appear
more like bursty than stream traffic even when
voice 1is digitized at high rates. Stream traffic
can include video, facsimile, and bulk data.

A large population of users is expected to
share the network. Unless the channel is
effectively split, a stream transmission can block
or cause intolerable delays for bursty traffic. If
stream channel use is constant, one solution is
Separate subchannels. However, if the number of

CH1699-8/81/0000/0003$00.75 © 1981 IEEE

Wushow Chou

Arne Nilsson

North Carolina State University

stream transmissions varies, as when file transfers
are made primarily at night and interactive traffic
activity is high during the day, then use of
separate subchannels requires extra capacity and
the system lacks flexibility to respond readily to
dynamically changing loads of each traffic type.

The value of a movable boundary in reducing
bursty traffic delay is shown in Figure 1. The
delays for stream traffic at corresponding fixed
slot availabilities are also shown. [Loads of
bursty and stream traffic are held constant as the
boundary moves. Setting a minimum of seven slots
per frame for bursty traffic results in an average
delay of less than one msec. Allowing bursty
traffic in unused stream slots can reduce delay
almost an order of magnitude. The stream traffic
leaves an average of 26 slots for bursty traffic.
Given a movable boundary, the stream traffic delay
is 0.5 msec excluding transmission time. An
alternative perspective is that more bursty traffic
can be supported than when the boundary is fixed,
given the same delay constraint for bursty traffic.

Parameters for the figure are 150 Mbps
operating bandwidth; 1 km network distance; 100
users each generating an average of one bursty data
message of approximately 1000 bits every ten
seconds; 500 users each generating an average of
one 5 minute-duration conversation, digitized at
56 Kbps, every 33 minutes; and 50 users each
generating an average of one 5 minute-duration
steam transmission every 2.75 hours. Half of the
streams are 1.544 Mbps and half are 6.312 Mbps.
Delays are also shown where the number of users is
increased by 15 percent.
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Effectiveness of the Solution
method

e ybrid access (HAM) allows
relatively simple and uniform stations to handle
all traffic types. Previously developed protocols
are suitable only for traffic with a uniform set of
message characteristics and delay requirements, or
they unnecessarily waste available bandwidth on a
channel operated at a very high bandwidth.

For the mixed traffic and wideband medium
environment, the following constraints apply:

1. Stream transmissions require assurance of
bandwidth without interruptions.

2. Bursty traffic must have fast response time.

3. The majority of devices on the network are
expected to be dumb terminals with simple
network interfaces. They must have access to
the network without the burden of a heavy
processing load.

4. A dynamically varying mixture of traffic,
including wideband Streams, must be supported.

5. Fiber optics is likely to be used to provide
needed bandwidth.

6. Stream traffic must be restricted to insure
that it does not use all the bandwidth.

These constraints have major implications for
design of the access method. The first implies
that reservations are necessary for stream traffic.
Given the 1large number of users, the second
constraint implies that control must be
decentralized. A contention scheme that does not
require extensive tracking for its use is needed
for bursty traffic if constraint three is to be
met. Fixing the number of minislots per frame also
contributes to simplicity of access devices.
Because of contraint four, the channel must have
wide bandwidth.” On a 1local network, then,
propagation time will be short but the ratio of
propagation time to typical message transmission
time in a slot will be large compared with
currently prevalent ratios on local networks.

Constraints four and five each rule out
carrier sense multiple access (CSMa) as the
appropriate protocol for contention. CSMA does not
give the best throughput when the ratio of
Propagation to transmission time is large; and a
possible reflection problem exists if fiber optics
is used. Finally, constraint six implies the
requirement of a guaranteed minimum number of slots
for bursty traffic which, because of constraint
three, should be set to be available on a regular
time schedule. Together these imply that a
reasonable access method will combine a reservation
scheme and a contention scheme without dependence
on carrier sensing before transmission. HAM is
designed to meet these constraints.

Multiple Access Protocols

In local networks, multiple access is a means
for facility sharing. Allocation of the channel
can be fixed or dynamic; control of dynamic
allocations can be centralized or distributed; and
distributed control can be by pure contention or
reservation schemes.

An analogy can be made between switching
techniques and multiple access protocols.
Reservation schemes have characteristics related to
circuit-switched transmission. Contention schemes
are comparable to packet switching. Some access

protocols combining bursty and stream traffic

function much 1like hybrid switching methods. The
slotted envelope network (SENET) approach2, which
reserves some portions of all time frames for
circuit switching calls and some for packet
switching data, includes a movable boundary feature
to allow use by data of residual circuit switching
capacity.

Contention Schemes. The primary contention
schemes are Aloha3,4, s-aloha5,6, cswa7,8, CSMA/CD
(CSMA  with collision detection)9-11, geveral
other variations of CSMA have been proposedl2-15,

These protocol presentations and reviewsl4,17
emphasize bursty traffic in environments with
either lower operating bandwidths or higher

propagation delays than those for which HM is
designed. Contention schemes cannot insure the
small variance in packet delivery delay necessary
for stream transmissions.

Reservation Schemes. The purpose of
reservations is to eliminate repeated contention
for a part of the channel when a user transmits
packets in close succession; but delay added by
reservations would be significant for bursty
traffic. Reservation-Aloha (R-Aloha) 18,19 is an
implicit scheme in that each successful use of a
slot implicitly reserves the corresponding slot in
the next frame. The other major reservation scheme
type is explicit, that is, a request is made
explicitly for future transmission time20-22,

Schemes have been designed for traffic with
differing characteristics and requirements23-25,
However, none of these schemes meets the needs of
mixed data, voice, and image traffic on a local
network supporting many users.

Hybrid Access Method Description

HAM  allows simple user-network interface
devices. Stations serving bursty traffic only need
to keep synchronization and timing information and
be able to retransmit when a message is not
acknowledged. These stations transmit in any of a
fixed set of slots each frame. Stations with
greater capabilities are required for stream
traffic and can be advantageous for bursty traffic,
but again the protocol is kept as simple as
possible. These user stations keep track of: the
minislots in use, so they will not transmit over an
ongoing reservation; the requests not yet
satisfied; and the stream slots available when they
make a request, so they can recognize the slots
assigned to them for each frame. The slots not
reserved for stream traffic are also recognized and
can be used for bursty traffic.

Reservations for Stream Traffic

The n r of minisIots per frame is fixed
primarily for simplicity in implementation. A user
station contends for a minislot to transmit a
reservation specifying the requested number of
slots per frame. Once a minislot is acquired, the
user continues to transmit the request in it to
hold the minislot until the stream transmission is
completed.

The minislots are a queue for the slots
available to satisfy stream requests. Requests are
met on a first-come-first-served basis28 (or on a
prioritized basis if the reservation also specifies




priority). Minislot reservations are ranked in the
order they will be served. Slots that will be used
for stream traffic in the next frame are counted
from the top of the ranking. The number of
occupied slots can range from zero to the maximum
number of slots available for stream traffic. By
monitoring reservations, a user station knows which
slots are available for bursty access in the next
frame. Selection of the total number of minislots
is made to allow a large percentage of the maximum
number of outstanding stream requests to be queued.
In this way the minislot reservations provide
information to all users for flow control.

The hybrid scheme provides for zero delivery
time variance for stream traffic unless preemptions
are allowed by higher priority traffic. When some
stream traffic does not have stringent delay
requirements, as would be the case for bulk rather
than real time traffic, tradeoffs are possible
between the number of slots assigned to each stream
transmission and the number of frames duration.
For real-time traffic, allocated bandwidth must
meet the message bandwidth requirement. (Or the
users must have reduced their digitization rates to
be able to fit within the allocated bandwidth.
Inclusion of priority status in the reservations
could be used to force some users to reduce their
rates more than than others, or to drop low
priority messages.)

The frame must be at least twice as long as
the maximum propagation time, plus the time for all
reservation minislots if a user is to recognize a
successful reservation (or conflict) and be able to
begin transmitting a stream message (or retransmit
a request) in the next frame. This condition is
obviously met on the local network because minislot
and slot sizes must be as long as the propagation
time plus request or message transmission time.
Otherwise, transmissions in adjacent slots, and not
just the same slot can collide.

Slot size selection and frame duration are
interrelated with each other and with traffic
characteristics and the relative mix of traffic
types and of messages and acknowledgements. Longer
frames result in greater average delay for stream
transmissions. Too large a slot size reduces the
maximum achievable utilization; stream traffic
might not be generated fast enough to fill one slot
each frame and bandwidth would be wasted.

When voice is handled as bursty traffic, slot
utilization might be very low or the wait for
enough generated bits to fill more of a slot might
result in a delivery time variance that can not be
acceptably handled by the buffers at the receiver.
On the other hand, too small a slot size reduces
effective utilization because a constant overhead
for synchronization and addressing is required per
slot. The impact of slot size selection on maximum
utilization of a slot is illustrated at the end of
the next section. Minislot size is based on the
number of users to be served and the importance of
each reservation request being correctly received.

Random Access for Bursty Traffic

In HAM, bursty traffic is assured a minimum
number of slots per frame and has access to slots
unused by stream traffic. The minimum number
cannot be as low as the average number of slots
required for bursty traffic without risking high

These would occur over
uses most of its
above

bursty traffic delays.
periods when stream traffic
available slots and bursty traffic is
average27,28,

Voice requirements are met in the bursty
environment. Five msec or more buffering time
typically will not fill one slot per frame;
redundancies can be built in to minimize the effect
of lost packets and the need for retransmissions.
Up to 200 msec average variable talkspurt delay
does not unduly affect speech activity29.

S-Aloha rather than CSMA is the contention
method used for bursty traffic. The ratio "a" of
propagation time to transmission time is a measure
of the opportunity for two transmissions to collide
under CSMA. For large values of "a" and reasonable
traffic loads of new arrivals plus retransmissions,
carrier sensing does not give maximum throughput.
The incorporation of collision detection (CSMA/CD)
is particularly unnecessary because of the
likelihood that a user will not detect a collision
when one occurs.

Propagation time imposes an upper bound on the
maximum channel bandwidth that can be used by any
access method. This bound decreases with
increasing network distance or bandwidth or with
decreasing message length as shown in Table 1.

Table 1: Upper Bounds on Utilization

Decreasing message size)
Maximum Message Maximum Message
Size 2034 Bits Size 752 Bits

0.5 km 1.0 km 0.5 km 1.0 km
(Increasing distance)
At 100 Mbps
Required Slot
Size (Bits) 1254 1484 742 972
Maximum Slot
Utilization .82 .69 .69 - 53
Ratio Propa-
gation/Max. +225 .449 .449 .898
Message Trans-
mission Time
(Increasing bandwidth)
At 150 Mbps
Required Slot
Size (Bits) 1369 1714 857 1202
Maximum Slot
Utilization .75 .50 .60 .43
Ratio Propa-
gation/Max. «337 .674 .674 1.348

Message Trans-
mission Time

Analytic Model

The analysis of HAM is an integration of three
processes: (I) the acquisition of minislots for
stream traffic reservations, (II) the acquisition
of slots for stream traffic, and (I11) the
acquisition of slots for bursty traffic. The
interrelationships of these processes are shown in
Figure 2.



Continuing
reservations Time in queue
and retrans- and length of Unused slots Traffic

mitted the queue of available retrans-
requests requests not for bursty missions
being met yet traffic
N
[Modified R—Aloha) Multiple ServersJ S-Aloha
A

|
Slots requested
I
Stream traffic Stream traffic  Bursty traffic
reservation
requests
Figure 2: Analytic Model

The impact of (I) on stream traffic throughput
and delay is significant when the number of
minislots for making reservations is small enough
that there is frequent contention. Additional
delay beyond that for R-Aloha is incurred after a
minislot is reserved and before transmission can
begin because the user must wait for slot(s) to
become available.

The multiple server system for (II) does not
match any of the standard batch or bulk arrival or
service queuing systems -- all of a specified
number of slots requested for a transmission must
be available at the same time, they free up at the
same time, and stream slots can be left idle while
requests are waiting in the queue of minislots.

Stream Traffic Service

An analytic formulation for (IT) is needed to
determine the expected number of slots available
for bursty traffic and the expected waiting time in
the queue of reservation minislots. Arrivals to
the users are Poisson. Thus, arrivals of requests
at the minislots and for service can be assumed to
be Poisson also, provided sufficient minislots are
available to hold all arrivals and provided there
is 1little contention. Queuing for service occurs
when an insufficient number of slots are available
to satisfy all stream traffic requests in the
minislots.

There can be gueuing (backlogging) as well at
each user station when the number of minislots is
insufficient to hold all arrivals. 1If stream slots
are available but the minislots are  full,
straightforward analysis at high utilizations of
Stream slots would overestimate service and thus
underestimate delay.

Analytic determination of the steady state
probabilities in a multivariate queuing model, in
the case where the number of minislots is not a

factor, has been found to be computationally
intractable30, However, there are several other
approaches for approximately modelino  the

multiserver portion of HAM analytically.

The system is certainly of the form G/G/NSS, a
generally intractable model. NSS is the number of
slots available for stream traffic. If the system
is heavily loaded, that is, effective utilization
of slots available for stream traffic is 65 percent

or more, a good approximate solution can be found
by diffusion approximation, which is based on an
assumption that the number of slots in use is close
to the number of slots available. This will not be
the case when utilization is moderate or low.

If the system is very 1lightly loaded with
utilization of slots no more than 15 percent, no
queuing is expected. (There will be no queuing in
the minislots either if the maximum possible number
of slots requested is no more than the number of
slots for stream traffic.)

When the system is more moderately loaded,
another model formulation is necessary. Of course,
if stream bandwidth is a constant K slots for all
requests, an M/M/min([NSS/K],NZF) model is exact
and results are readily calculable. NZF is the
number of minislots per frame. If requests are for
different numbers of slots and utilization of
stream slots is no more than 25 percent, the system
model is based on an M/G/1 queue with service
completions independent for each slot. Up to this
level of utilization, the effect of assuming
release of slots on an individual basis instead of
a block basis is not marked.

For utilization of stream slots between 25 and
35 percent, a linear combination of the M/G/1 based
model and an M/M/NSS based model is used. The
M/M/NSS queue has service rate dependent on the
number in the system. The system model is based on
this M/M/NSS queue when utilization of stream slots
is between 35 and 65 percent.

Heavy Traffic Load. The number of servers,
the variances, and the means of the arrival and
service processes are needed to solve the forward
Kolmogorov, or  Fokker-Planck, equation for
diffusion approximation. Approximate solution3l of
the equation requires specification of the mean and
coefficient of wvariation (squared) of the
interarrival and interdeparture processes. The
expected number of arrivals to the multiple servers
is AE(y), where E(y) is the average number of slots
per frame bandwidth of each stream transmission and
A is the
arrival rate per frame of all messages. AE(y2) is
the incremental variance. Well known results from
renewal theory yield the interarrival process mean,
1/[AE(y)], and the coefficient of variation
(squared), E(y2)/E(y). Results are analogous for
the interdeparture process.

The mean of the interarrival process can be
written 1/[(M) (ASU)] where ASU .is the average
number of slots used for stream transmissions.

ASU = min[AE(y)/M, NSS, NZF E(y)1

That 1is, the average number of slots used cannot
exceed the steady state utilization (RHO = A/M,
where M is the service rate) times the average
number of slots per request [E(y)], or the maximum
number of slots available (NSS), or the number of
minislots (NZF) times the average number of slots
per request.

Light Traffic Load. an approximation of the
service process can be made by assuming that
service slots free up one at a time instead of in
blocks. Then stream duration is distributed as the
maximum of a specific number of exponentially
distributed random variables; that number is the
number of slots per frame required for the stream




transmission. The formulation is tractable and it
provides sufficiently accurate results under light
traffic loads, where queuing time in the minislots
is not the predominant part of delay.

The Laplace-Stieltjes transform32 for the
equilibrium waiting time in the queue given this
service process is

W*(s) = (1-pq) (1-pd) + (1-pq) pd D*(s)

+ pa [1-D*(s)][1-A E(B)] B*(s)
[s-A+A B*(s)] E(d)

pad is the steady state probability that the
queue is not empty. pd 1is the steady state
probability that a request made when the queue is
empty will be delayed because insufficient service
slots are available. D is the initial delay random
variable; it is the delay of a request, made when
the queue is empty, waiting for sufficient slots to
be available to satisfy it. "A" is the request
arrival rate. The arrival process is Poisson. B
is the interservice random variable of requests in
the queuing period; it 1is the time between one
request in the queue beginning to be met and the
next request in the queue beginning to be met. The
expected number in the queue is Lg=AE (W) .

A new queuing system is defined where service
time is the time spent at the head of the queue.
Such a system has one server and Poisson arrivals,
that is, it is an M/G/1 queue with busy period
equivalent to the queuing period of the original
system. "Service times" are distributed as the
interservice random variable B except for the
requests that initiates a queuing period. Those
have "service time" distributed as D.

Calculations require specification of the
matrix of the expected number of visits to
transient state "j slots in use" starting in
transient state "i slots in use" before absorption
when there is a request requiring more slots than
available. The transition probabilities are
modified by F(i), the probability that at the time
of an arrival the number of requests being served
is less than the number of minislots, NZF, given
that the number of slots in use is "i." Inclusion
of the factor F can be critical in the case of an
«ccess method like HAM where reservations must be
made for service and the maximum number of
reservations is restricted.

Estimation of F 1is based on recognition of
breakpoints33 at the number of slots in use if all
but one of the minislots are full and each request
is for the minimum number of slots that can be
requested for a stream transmission; and at the
number of slots in use if all of the minislots are
in use and each request if for the maximum number
of slots that can be requested. The lower the
utilization of minislots, the larger the value of
"i" for which all requests are likely to be held by
the minislots.

For utilization of stream slots between 25 and
35 percent, the length of the queue is calculated

to be (g) (Lg)+(h) (L-Z) where g = (0.35-RHOH) (10),
h = 1-g, and (L-Z) is the length of the queue
calculated assuming moderate load, which is

described in the next section.

Moderate Traffic Load. An approximate model
based on the service rate varying with the number
in the system was proposed30 for a queuing system
where a user «can request multiple servers.

Although the model assumed what would be an
infinite number of minislots for reservations under
the-HAM scheme, the structure proved to be a
reasonable starting point for a piecewise linear
approximation33 of the service rate given the
number of reservation requests in the minislots.
Breakpoints occur approximately at the largest
number of requests such that all can be served
simultaneously; at the largest number of requests
such that all can be served simultaneously assuming
each request is for E(y) slots; and at the maximum
number of requests that can be in service.

With the wvalues for the service rate MU(n),
the steady state probabilities Q(n) are calculated
as for an M/M/N queuing system. The average number
of requests in the minislots is as follows.

If NZF < N3:

NZF-1 N3-1
L= 3 nQ(n) +NZF [ > Q(n) + Q(N3) ]
n=1 n=NZF 1-6
If NZF = N3:
N3-1
L = 3 nQ(n) + NZF Q(N3)
n=1 1-6
If NZF > N3:
N3-1 2 NZF-1-N3
L= 2> nO(n) +QN3)[ N3+6 + (&) (1-8 ) ]
n=1 1 1I-6

The mean number of customers in service given
n requests in the minislots is s(n)=MU(n)TFS. The
expected number in service can be written as

00 N3-1 00
Z= 2s(n QM = 3 s(n Qn) + > s(n Q(n)
n=1 n=1 n=N3
where the last term is
00 n-N3
> CMS TFS Q(N3) © = S(N3)Q(N3)
n=N3 6 1-6

The expected number of requests waiting for
service in the queue of minislots is L-Z.

Bursty Traffic Service. Given the average
number of slots available for bursty traffic, which
is determined 1in the analysis of process (II), an

S-Aloha analytic formulation can be applied
directly in the case where a user stops generating
bursty traffic each time he has an outstanding
bursty message. For true Poisson arrivals, the
population is effectively infinite. Where the
probability of a message being sent in a slot is
constant and finite, the model remains applicable.

Propagation delay is assumed to be zero in the
analysis. However, its effect is accounted for in
calculations either of slot size or of the number
of slots over time required to have a specified
number of slots available for one type of traffic.
The average delay waiting for retransmission after
a collision 1is ARD=NSP+(K+l)/2, where NSP is the
number of slots for propagation delay; NSP=0. The
Markovian model assumes a memoryless geometric
distribution for retransmission delay; it requires
a value for the probability of each message being
independently retransmitted in any slot.
Probability P=1/ARD has the same mean as the
uniform retransmission over the next K available
slots.

The rate at which new messages are transmitted
in a slot is




S = CMB + CMV, where
ASA
CMB and MV are the rate of arrivals per frame of
bursty data messages and voice packets,
respectively. Therefore, the average message
delay, in slots, is
Db = Bb + NSP + 1 + ASA + (NSF - ASA) 2, where
2 NSF

Bb, the average backlog time per bursty message in
slots, is a function of ARD and the arrival rate of
new messages, S. By Little's result, it is equal
to the ratio of the expected backlog to the steady-
state throughput rate. The ratio is increased by a
factor of (NSF/ASA) (1-T)2 to account for the effect
of framing and the corresponding gap between slots
for bursty traffic in successive frames. NSF/ASA
is the ratio of the number of slots per frame to
the number of slots available for bursty traffic.
The effect of this expansion factor varies with the
steady state traffic throughput rate, T.

The remaining terms contribute to average
message delay, Db. NSP is the number of slots, if
any, required for propagation delay. The single
slot is the transmission time, where it is assumed
a bursty traffic message fills a slot. A half-slot
delay is incurred on the average waiting for the
beginning of a slot when in the appropriate portion
of the frame, which is ASA/NSF of the time. The
last term is the average time, in slots, spent

waiting for the portion of the frame in which
bursty traffic can be transmitted. (NSF-ASA)/NSF
is the probability of a message arriving in the

wrong portion of the frame. (NSF-ASA)/2 is the
average time such a message would have to wait.

The number of slots per frame used
successfully for bursty traffic must equal the
steady state arrival rate per frame when steady
state is achieved. Thus, the channel throughput
rate (excluding the effect of controls) in bursty
messages per second is

Tb = CMB + CMV, where
TFO
TFO is the number of seconds per frame. The more
slots available per frame for a given number of
message transmissions per second, the lower the
utilization, the fewer the collisions, and the
chorter the delays. Delay for voice packets
typically is dominated by the average buffering
time for packetization.

Stream Traffic Reservations. Reservations
have a significant impact on stream traffic
throughput and delay when the number of minislots
for making reservations is small enough that
contention occurs frequently. Then additional

control is required, as it is for S-Aloha, to
maintain network stability. S-Aloha, as described
in the preceding section, provides a foundation

for the R-Aloha

modell9.  However, the R-Aloha model is not
exactly representative of the use of minislots in
HAM; a station continues to generate messages which
might be transmitted even when another of the
station's messages is being transmitted or is
backlogged. This 1is approximated by assuming a
very large number of users generating the same
total traffic.

ADS is the average delay, in minislots, for a
reservation request to be successfully transmitted

into an available minislot.
ADS = Bs + NZP + 1 + Cm X + (TFZ-X)2, where

TFZ
Bs is the average backlog time per stream
reservation request, in minislots. It is

calculated 1like Bb, but increased by a factor of
1+ (ARD/X) (TFZ-X) /X, which represents the delay of
waiting for the appropriate (minislot) portion of
the frame for each frame over which retransmission
is delayed. ARD/X is the ratio of the average
number of minislots between a collision and message
retransmission, to the number of minislots
available in a frame.

NZP is the number of minislots for propagation
delay; NZP=0. The single minislot is the initial
reservation transmission time. Om is the average
additional delay, a fraction of a minislot, between
minislots. When an integer number of minislots
completely fills a slot, Cm=0; otherwise
Cm = TSZ/NZO, where TSZ 1is the slot duration in
minislots and NZO is the number of minislots per
slot. If the slot and minislot size are not well
designed, Cm can be a large fraction of a minislot.
TFZ is the frame duration expressed in minislots
and X is the expected number of minislots available
for requests.

X = NZF - ASU - Lg + (CMS) (TFO), where
E(y)

ASU is the average number of slots used and Lq is
the expected number of unsatisfied requests held in
the queue of reservation minislots; both are
calculated in (II). 1In the steady state, arrivals
equal departures so (CMS)(TFO) is the number of
minislots freed per frame by departures.

The overall message delay must be increased
for the HAM model. Additional delay 1is incurred
after a minislot is reserved and before
transmission can begin. First, a new successful
reservation is not effective until the next frame.
All users must see the requests and calculate what
slots, if any, will be used to satisfy it. Second,
the delay Wq is incurred waiting for slot(s) to
become available. Third, there is a one-time delay
between the minislot for reservation and the first
slot for transmission. Last, delay is incurred for
propagation and transmission of the slot(s) in the
first frame. The remaining transmission time is
TFS-1 frames.

The average delay, in minislots, for the
Stream reservation requests is
Ds = ADS + TFZ + Wq + NZF +[ASU+E (y) ] TSZ+ (TFS-1)TFZ

2

where Wq is the expected waiting time in the queue

of minislots, calculated in (I1).
TFZ + Wq + NZF/2 + (ASU) (TSZ) is the average time
spent from the successful reservation until
transmission can begin in the stream slots.

[E(y)] (TSZ) is the average time for transmission in
the first frame. TSZ is the slot duration
expressed in minislots. (TFS-1) (TFZ) is the
average transmission time for the remainder of the
message, expressed in minislots. TFS is the
average number of frames duration of a message.
Input to the S-Aloha model for stream traffic
analysis must be modified to account for the effect
of continuing reservations. The steady state
probability of a successful new request in a



(excluding the effect of controls) is
S is greater than CMS/NZF because on
the average only X and not NZF minislots are
available for new arrivals. The quantity ASU/E(y)
of the minislots in use corresponds to the ASU
stream transmissions underway. Average
retransmission delay and delay waiting for the
reservation portion of the frame are also increased
by the ASU minislots in use. The average rate of
requests is the steady state throughput rate of new
requests, as calculated with the above value for S,
plus the steady state message throughput, ASU/TFS.
With these modifications, the R-Aloha model is
representative of the reservation process. The
throughput of reservation minislots is comprised of
new requests plus previously successful requests
for which service is not yet complete.

minislot
S = CMS/X.

General Results

e major network parameters are channel
bandwidth and network distance. Given unlimited
buffering by users and the ability of users to
transmit more than one message each frame, total

traffic load and the relative percents of bursty
and stream traffic are the significant input
parameters.

Frame size and slot size are significant

design parameters. They must be chosen to allow:

e multiple reservation minislots in a slot

e multiple slots per frame to be available for
reservations and for stream and bursty
transmissions

e large enough slots for efficient bursty data
transmission

e small enough slots for efficient utilization in
voice transmission without excessive buffering
delay

e properly sized slots for stream transmissions to
use one or more slots efficiently.

Stream transmissions are assumed to be at
1.544 Mbps, which is equivalent to the AT&T TI
carrier, and at 6.312 Mbps, which is equivalent to
the T2 carrier. The offered stream load is assumed
to be divided equally between these in the example
results. Table 2 shows several cases of the effect
of varying operating bandwidth and distance on slot
and minislot requirements. It is the increasing
size of the propagation overhead that reduces the
number of minislots per slot as operating bandwidth
or distance increases.

The number of slots per frame is fixed at 38
for convenience of comparison. The number of
information bits per slot is kept constant. Stream
traffic of 1.544 Mbps requires one slot per frame,
6.312 Mbps requires three, and their average
requires two for several sets of network
parameters. (If the number of slots per frame is
increased, while frame duration is kept constant,
slot size must decrease. Then, even the number of
slots per frame for bursty data varies. If the
number of slots per frame is increased while slot
duration is kept constant, frame length increases.

Then, as operating bandwidth or distance varies,
the number of information bits per slot -- and the
number of slots per frame for bursty data —— varies
also.)

Table 2: The Effect of Bandwidth and Distance on
Slot and Minislot Requirements
Slots/Frame
Operating for
Band Propagation Slot 6.312 Mini-
width Distance Overload Size Mbps slots/
(Mbps) (km) Bits  (secx10-3) Stream Slot
100 0.50 230 0.0127 3 3
0.75 345 0.0138 4 2
1.00 460 0.0150 4 2
1.25 575 0.0161 4 2
1.50 690 0.0173 4 2
1.75 805 0.0184 5 1
125 0.50 288 0.0106 3 2
0.75 432 0.0117 3 2
1.00 575 0.0129 3 2
1.25 719 0.0140 4 1
150 0.50 345 0.0092 3 2
0.75 518 0.0104 3 2
1.00 690 0.0115 3 2
1.25 863 0.0127 3 1
175 0.50 403 0.0082 2 2
0.75 604 0.0094 3 2
1.00 805 0.0105 3 1
200 0.50 460 0.0075 2 2
0.75 A0 0.0085 2 2
1.00 920 0.0098 3 1
Table 3: The Effect of Bandwidth and Distance on
Efficiency
Percent Utilization of:
B§nd- Information Bits/Slot Total
width Distance for for for Bits/Slot
(Mbps) (km) 1.544 6.312 Voice for Data
100 0.50 0.717 0.977 0.260 0.818
0.75 0.782 0.799 0.255 0.750
1.00 0.847 0.866 0.246 0.693
125 0.912 0.932 0.265 0.643
1.50 0.977 0.999 0.248 0.600
1.75 0.521 0.852 0.265 0.563
125 0.50 0.600 0.817 0.261 0.782
0.75 0.665 0.906 0.2A5 0.706
1.00 0.730 0.995 0.265 0.643
1.25 0.795 0.813 0.260 0.590
150 0.50 0.541 0.711 0.265 0.750
0.75 0.567 0.800 0.255 0.667
1.00 0.651 0.888 0.260 0.600
1.25 0.717 0.977 0.260 0.546
175 0.50 0.466 0.912 0.270 0.720
0.75 0.531 0.723 0.270 0.631
1.00 0.596 0.812 0.260 0.563
200 0.50 0.424 0.8646 0.261 0.693
0.75 0.489 0.999 0.266 0.600
1.00 0.554 0.755 0.261 0.530



Even with the number of slots per frame fixed,
the number of slots per frame for a specified
stream bandwidth decreases as operating bandwidth
increases, and increases as network distance
increases. The reason is that changing slot
duration changes frame duration and the number of
stream information bits per frame. Table 2 shows
the effect of varying operating bandwidth and
distance on slot utilization for streams at 1.544
and 6.312 Mbps, for voice at 56 Kbps buffered
5 msec, and for data packets of 1036 bits.

Parameters for these example results are:

1036 message bits per packet; 168 bits per
reservation request; (50%) 1.544 Mbps and (50%)
6.312 Mbps stream bandwidths, requiring 1 and 3

slots per frame, respectively; 60 sec per message
mean duration, exponentially distributed; 0.1 msec
maximum between retransmissions; 0.021 - 0.149
message arrivals per second; 150 Mbps network

bandwidth; 1 km network distance; 4.6 microsec/km
propagation delay; 38 slots per frame; 2 minislots
per slot; 25 maximum slots per frame for stream
traffic; 18 minislots per frame; 0.437 msec per
frame; 0.6 ratio of information bits to total bits
per slot; (50%) 0.652 and (50%) 0.888 utilization
of information bits for streams; and 0.999944 -
0.9982]1 probabilities of sufficient minislots for
all requests (assuming M/M/oo queuing system).
Delay generally decreases with increasing
bandwidth and increases with network distance; this
is influenced by the number of minislots available

per frame and the number of slots per stream
requests.
The number of slots per trame for minislot

reservations is set at nine and the maximum number
of slots per frame for stream transmissions is set
at 25 for this comparison. Thus, a minimum of 4
slots are available for bursty traffic only. The
stream traffic delays, excluding transmission
times, are shown in Figure 3 as a function of
utilization of the maximum number of stream slots.
Delay is calculated using each analytic formulation
and simulation over a full range of utilizations.
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The increase in delay when network distance
increases is a direct result of the increase in
slot duration, which must include propagation time.
The effect of distance within the range where slots
per frame and minislots per slot are constant is
only noticable at low utilizations, where queuing
time does not dominate. Changing the number of
minislots per slot has little effect on delay if
the total number of minislots still holds almost
all requests.

Results for the analysis of bursty traffic are
straightforward. As the load of bursty traffic
sncreases while the average number of slots remains
the same, or as the number of slots available
decreases while bursty load remains constant, delay
for bursty traffic increases as shown in Table 4.
The network parameters are as above except that the
minimum number of slots for bursty traffic is 16;
the maximum number of slots per frame for stream
traffic is 13. Simulation and analytic results are
almost identical for bursty traffic.

Table 4: Changes in Delay for Bursty Traffic
Seconds
Utiliz. of Delay for Average
Slots for Data Voice Slots
Burstyl Stream x10-3  x10-3 Available
6.8 35.3 0.050 2.550 24.42 |
18.1  35.3 0.062 2,562 24.42 |-held
48.1  35.3 0.097  2.597 24.42 | fixed
25.7 47.0 0.077 2.577 22.89
37.6  62.7 0.]J00 2.600 20.85
52.0 78.3 0.129 2.629 18.82

1 Relative to the maximum utilization of 1/e.

Conclusion
The hybrid protocol, HAM, is a significant
development for integrating data, voice, and image
traffic on a wideband local network. HAM uses a

contention access method to serve bursty traffic
and a reservation access method for stream traffic;
the number of users and channel bandwidth are
assumed to be large. Channel time is divided into
frames, and each frame is divided into time slots
so that a stream transmission can have the same
relative slot positions each frame. These
divisions also allow simple user-network interface
devices for bursty traffic because the same set of
relative slot positions is available for access
each frame.

Analysis provides the number of stream traffic
reservation requests in the minislots, the time a
request is delayed (backlogged) at the interface
device, the time a request is queued in the
minislots waiting for service slots, the number of
slots used for stream traffic and, thus, the number
of additional slots available for access by bursty
traffic, and bursty traffic delay.
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