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Edge Detection and Geometric Methods in

Computer Vision
A. Peter Blicher

Abstract

Basic problems of vision are studicd from the viewpoint of modern differential topology
and geomctry; primarily: edge detection, stereo matching, picture representation at
multiple scales, and motion. Seinc mathematical background is provided for the non-

expert.

A comprehensive review of edge dctection is presented, including analyses from a math-

emalical perspective as well as evaluations of practical performance and promise.

Some new edge delection techniques are introduced, including a nonlinear operator based
on a symmetry principle, a variational approach to global cdge finding, and a least-squares
Jocalization method. A theorem is proved which shows that localizing edge position and

oricntalion requires al least 2 oricntation dependent families of convolulion operators.

A unifying mathemalical structure is presented for vision, nolably sterco, motion stereo,
oplic flow (apparent flow of visual spacc under motion), and matching. The general
matching problem is analyzed, and it is proved that gcncx;ically, general matching is
highly degencrate for monochrome pictures, but has a unique solution for 2 or more
color dimensions. The resull is extended to pictures with unknown bias and gain. Smale ‘
diagrams and level scl Lopology are introduced as invariants uscful for malching, reducing
the problem to graph or tree matching. The level set topology tree is also proposed
as a method of muiti-scale description of the pict;ure, and shown to be an invariant

generalizalion of the “scale spacc” technique.

The motion problem is analyzed using Lic group mcthods, and a thcorem is proved



Abstract ]

establishing that generically 6 simultaneous values of time derivative of the monochrome
picture function are necessary and sufficient to uniquely specify the 3-dimensional rigid
motion of a generic given object. For 2 or more color dimensions, thie is reduced to values

at 3 points in the picture.
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Preface

1 wrote this work for an audience of both vision workers and mathematicians. There are
many pecople who coul;i be counted in both groups, but the full intended audience has
a wide spectrum of backgrounds. Among vision workers, I include students of biological
vision, but it is artificial vision that I am directly addressing. It is widely appreciated that
therc arc many commeon problems, but [ haven’t written about any specifically biological”
problems, such as explaining the funclion of some cell population. My hope is not only
{o communicate rescarch results, but to convince readers in each of these ficlds that
there is something of intercst to them in the other. Many people have a bad taste from
previous cxperience with louters of fancy mathematics in these concrete situalions, with
elixirs which turned out to be oversold or plain irrelevant. Mathematics is not magic;
using it doesn't melt all impediments into triviality. It merely provides a structure for
understanding, and an apparatus for resolving questions. If the questions are the right

grist for the mill. Attracting these ficlds to cach other isn’t nccessarily casy.

Also, il poses a problem in writing; since 1 have tried Lo keep the material accessible Lo Lhe
novice, some of it must necegsarily be old hat Lo the expert, so | apologize to Lthe expert
whom | have subjected to the obvious. I have tricd to makc this work reasonably sclf-
contained, including various standard dcfinitions and results from diflerential topology
and geometry. When these are not in the main linc of thought, they have been relegated
to finc print, so thcy can be casily skipped by those who already have the nccessary
background. Somctimes, standard terms are used before they are defined, and somelimes
they are defined twice, parﬁallj from a lack of organization, but primarily to locate
the mathematical digressions where they are most important, and avoid bogging things ‘
down where they are not. I haven’t tried to be exhauslive in this, or 1 would have

been obliged Lo include a complete introduction to differential lopology and geometry,
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something which has already been accomplished with great skill by others. The chapter
Geometric Methods in Vision makes the hcaviest use of abstract mathemalics; therefore
I have put most mathematical background material into the fine print of that chapter.
Since 1 have assumed some of that background material in earlier chapters, the reader
may find it useful to glance through it to clarify the unfamiliar, such as the implicit

function theorem, or functional notation.

The 3 major chapters (A Survey of Edge Detection, Contributions to Fdge Detection,
and Geometric Mcthods in Vision) arc largely independent, and can be read in any order,
or in isolatioq. The survey has many discussions which go beyond summarizing, and
should be of interest Lo readers who are alrcady lamiliar with the literature, as well as to
newcomers. TheAcont.ribuLions chapter is probably of most inlerest to specialists, while

the gecometry chapter is likely to appeal to the more mathematically inclined.

Stanford, California
October, 1984
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