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Preface

The Fourth International Conference on Unconventional Computation,
UC 2005, organized under the auspices of EATCS by the Centre for Discrete
Mathematics and Theoretical Computer Science and the Department of Com-
puter Science and Artificial Intelligence of the University of Seville, was held in
Seville, October 3-7, 2005.

Seville, one of the most beautiful cities in Spain, is at its best in October.
An explosion of colour and contrast: flamenco, bullfighting, and a lively atmo-
sphere in the streets due to the open and friendly nature of its people. The river
Guadalquivir, the Cathedral and the Golden Tower are all places full of magic
where the visitor can feel the spirit of a city which is eternally romantic.

The series of International Conferences Unconventional Computation
(UC), https://www.cs.auckland.ac.nz/CDMTCS/conferences/uc/ is devoted
to all aspects of unconventional computation, theory as well as experiments and
applications. Typical, but not exclusive, topics are: natural computing including
quantum, cellular, molecular, neural and evolutionary computing; chaos and dy-
namical systems based computing; and various proposals for computations that
go beyond the Turing model.

The first venue of the Unconventional Computation Conference (formerly
called Unconventional Models of Computation) was Auckland, New Zealand in
1998; subsequent sites of the conference were Brussels, Belgium in 2000 and
Kobe, Japan in 2002.

The titles of the proceedings volumes from past UC Conferences are as
follows:

1. C.S. Calude, J. Casti, M.J. Dinneen (eds.). Unconventional Models of Com-
putation, Springer-Verlag, Singapore, 1998, viii + 426 pp. ISBN: 981-3083-
69-7.

2. 1. Antoniou, C.S. Calude, M.J. Dinneen (eds.). Unconventional Models of
Computation, UMC’2K, Springer-Verlag, London, December 2000, xi + 301
pp- ISBN 1-85233-417-0.

3. C.S. Calude, M.J. Dinneen, F. Peper (eds.). Third International Conference,
UMC 2002, Lecture Notes in Computer Science, Vol. 2509, Springer-Verlag,
Heidelberg, 2002, vii + 331 pp. ISBN: 3-540-44311-8.

The Steering Committee of the series of International Conferences Uncon-
ventional Computation includes T. Back (Leiden, The Netherlands),
C.S. Calude (Auckland, NZ, co-chair), L.K. Grover (Murray Hill, NJ, USA),
J. van Leeuwen (Utrecht, The Netherlands), S. Lloyd (Cambridge, MA, USA),
Gh. P3un (Seville, Spain and Bucharest, Romania), T. Toffoli (Boston, MA,



VI Preface
The five invited speakers of the conference were:

T. Bick (Leiden, The Netherlands): Using genetic algorithms to evolve behaviour

in cellular automata

L. Grover (Murray Hill, USA): Quantum searching amidst uncertainty

S. Istrail (Providence, USA): Logic functions of the genomic cis-regulatory code
N. Seeman (New York, USA): Structural DNA nanotechnology: Molecular con-

structions and computations
C. Torras (Barcelona, Spain): Natural inspiration for artificial adaptivity: Some
neurocomputing erperiences in robotics

UC 2005 included the following three tutorials:

S. Istrail (Providence, USA): Logic of networks
I. Petre (Turku, Finland) and G. Rozenberg (Leiden, The Netherland): Comput-

ing with living cells
Gh. P3un (Seville, Spain): Elementary aspects of membrane computing

The Programme Committee thanks the much appreciated work done by the
paper reviewers for the conference. These experts were:

S. Basu D. Karig M. Margenstern M. A. Stay
H.-G. Beyer T. D. Kieu G. Mauri K. Svozil

M. Burgin S. Kobayashi K. Morita H. Umeo

C. S. Calude O. H. Ibarra M. Mozer H. T. Wareham
G. Csardi V. V. Ivanov B. Omer R. Weiss

M. J. Dinneen N. Jonoska Gh. P3un T. Yokomori

P. Erdi N. Krasnogor M. J. Pérez-Jiménez

A. Ekert J. van Leeuwen  I. Petre

M. P. Frank N. Lucas U. Speidel

The Programme Committee consisting of L. Accardi (Rome, Italy), H.-G. Beyer
(Dornbirn, Austria), M. Burgin (Los Angeles, USA) C. S. Calude (chair; Auck-
land, NZ), M. J. Dinneen (secretary; Auckland, NZ), P. Erdi (Kalamazoo, USA),
A. Ekert (Cambridge, UK), M. P. Frank (Tallahassee, USA), V. V. Ivanov
(Dubna, Russia), N. Jonoska (Tampa, USA), N. Krasnogor (Nottingham, UK),
J. van Leeuwen (Utrecht, The Netherlands), K. Morita (Hiroshima, Japan),
M. Mozer (Boulder, USA), Gh. Paun (Seville, Spain), I. Petre, (Turku, Finland),
H. Umeo (Osaka, Japan), R. Weiss (Princeton, USA), T. Yokomori (Tokyo,
Japan), selected 18 papers (out of 29) to be presented as regular contributions

We extend our thanks to all members of the Conference Committee, partic-
ularly to M. Cavaliere, C. Graciani Diaz, M. A. Gutiérrez Naranjo, A. Nepomu-
ceno Ferndndez, Gh. Pdun, M. J. Pérez Jiménez (chair), F. J. Romero Campero,
A. Riscos Nuiiez, A. Romero Jiménez, F. Sancho Caparrini, D. Sburlan, and
U. Speidel (registration), for their invaluable organizational work.



Preface VII

We thank the University of Seville and the Centre for Discrete Mathemat-
ics of the University of Auckland for their technical support. The hospitality
of our hosts, the Department of Computer Science and Artificial Intelligence
of the University of Seville, is much appreciated. The conference was partially
supported by the project TIN2004-23021-E of the Ministerio de Educacién y
Ciencia of Spain, by the II Plan Propio of the University of Seville, and by the
Accién Coordinada IMUS 2003 of the Junta de Andalucia: we extend to all our
gratitude.

It is a great pleasure to acknowledge the fine co-operation with the Lecture
Notes in Computer Science team of Springer for producing this volume in time
for the conference.

July 2005 © C. S. Calude
M. J. Dinneen
Gh. Paun

M. J. Pérez Jiménez
G. Rozenberg
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Using Genetic Algorithms to Evolve Behavior
in Cellular Automata

Thomas Back!? and Ron Breukelaar!:*

! Universiteit Leiden, LIACS, P.O. Box 9512, 2300 RA Leiden, The Netherlands
{baeck, rbreukel}@liacs.nl
2 NuTech Solutions GmbH, Martin Schmeifier Weg 15, 44227 Dortmund, Germany
{baeck}@nutechsolutions.de

Abstract. It is an unconventional computation approach to evolve so-
lutions instead of calculating them. Although using evolutionary compu-
tation in computer science dates back to the 1960s, using an evolutionary
approach to program other algorithms is not that well known. In this pa-
per a genetic algorithm is used to evolve behavior in cellular automata.
It shows how this approach works for different topologies and neigh-
borhood shapes. Some different one dimensional neighborhood shapes
are investigated with the genetic algorithm and yield surprisingly good
results.

1 Introduction

Evolutionary Algorithms is the name for the algorithms in the field of Evo-
lutionary Computation which is a subfield of Natural Computing and already
exists more than 40 years. It was born from the idea to use principles of nat-
ural evolution as a paradigm for solving search and optimization problem in
high-dimensional combinatorial or continuous search spaces. The most widely
known instances are genetic algorithms [9,10,11], genetic programming [12,13],
evolution strategies [16,17,18,19], and evolutionary programming [7,6]. A de-
tailed introduction to all these algorithms can be found e.g. in the Handbook of
Evolutionary Computation [1].

Today the Evolutionary Computation field is very active. It involves funda-
mental research as well as a variety of applications in areas ranging from data
analysis and machine learning to business processes, logistics and scheduling,
technical engineering, and others. Across all these fields, evolutionary algorithms
have convinced practitioners by the results obtained on hard problems that they
are very powerful algorithms for such applications. The general working princi-
ple of all instances of evolutionary algorithms is based on a program loop that
involves simplified implementations of the operators mutation, recombination,
selection, and fitness evaluation on a set of candidate solutions (often called a
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population of individuals) for a given problem. In this general setting, mutation
corresponds to a modification of a single candidate solution, typically with a pref-
erence for small variations over large variations. Recombination corresponds to
an exchange of components between two or more candidate solutions. Selection
drives the evolutionary process towards populations of increasing average fitness
by preferring better candidate solutions to proliferate with higher probability
to the next generation than worse candidate solutions. By fitness evaluation,
the calculation of a measure of goodness associated with candidate solutions
is meant, i.e., the fitness function corresponds to the objective function of the
optimization problem at hand.

No attempt will be made to give a complete introduction or overview of
evolutionary algorithms, as there are many good introductory books on the topic
available, e.g. [1], instead an example of how to use evolutionary algorithms to
parameterize other algorithms will be given.

Evolving parameters for complex algorithms could also be viewed as an in-
verse design problem, i.e. a problem where the target design (behavior of the
algorithm to be parameterized) is known, but the way to achieve this is un-
known. The inverse design of cellular automata (CA) is such a problem. Cellular
automata are used in many fields to generate a global behavior with local rules.
Finding the rules that display a desired behavior can be a hard task especially
when it comes to real world problems. This paper uses a genetic algorithm to
generate the transition rules for cellular automata, thus evolving global behavior
with local rules using a genetic base.

2 Cellular Automata

According to [20] cellular automata (CA) are mathematical idealizations of phys-
ical systems in which space and time are discrete, and physical quantities take
on a finite set of discrete values. The simplest CA is one dimensional and can be
viewed as an array of ones and zeros of width N , where the first position of the
array is linked to the last position. In other words, defining a row of positions
C = {a1,a9,...,an} where C is a CA of width N and apn is adjacent to a;.

The neighborhood s, of a, is defined as the local set of positions with a
distance to a, along the connected chain which is no more than a certain radius
(7). This for instance means that s = {a148,a14g,al,ag,ag,a4,a5} forr =3
and N = 149. Note that for one dimensional CA the size of the neighborhood is
always equal to 2r + 1.

The values in a CA can be altered all at the same time (synchronous) or
at different times (asynchronous). Only synchronous CA are considered in this
paper. In the synchronous approach at every time step (t) every cell state in the
CA is recalculated according to the states of the neighborhood using a certain
transition rule © : {0,1}*"*! — {0,1}, s; — O(s;). This rule basically is a one-to-
one mapping that defines an output value for every possible set of input values,
the input values being the ‘state’ of a neighborhood. The state of a,, at time ¢
is written as a;,, the state of s, at time ¢ as s, and the state of the entire CA C
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at time ¢ as C* so that C° is the initial state and Vn = 1,..., N aft! = O(s3,).
Given Ct = {at, ...,a%}, C**! can be defined as {O(s}),...,O(sj)}-

Because a,, € {0,1} the number of possible states of s, equals 22r+1 Because
all possible binary representations of m where 0 <m < 22r+1 can be mapped to
a unique state of the neighborhood, © can be written as a row of ones and zeros
R = {b1,b2,...,bp2r+1} where by, is the output value of the rule for the input
state that maps to the binary representation of m — 1. A rule therefore has a
length that equals 22"+! and so there are 22" possible rules for a binary one
dimensional CA. This is a huge number of possible rules (if 7 = 3 this sums up
to about 3,4 x 10?8) each with a different behavior.

One of the interesting things about these and other CA is that certain rules
tend to exhibit organizational behavior, independently of the initial state of
the CA. This behavior also demonstrates there is some form of communication
going on in the CA over longer distances than the neighborhood allows directly.
In [14] the authors examine if these simple CA are able to perform tasks that
need positions in a CA to work together and use some form of communication.
One problem where such a communication seems required in order to give a good
answer is the Majority Problem (as described in section 3). A genetic algorithm
is used to evolve rules for one dimensional CA that do a good job of solving the
Majority Problem [14] and it is shown how these rules seem to send “particles”
and communicate by using these particles [15]. These results imply that even
very simple cells in one dimensional cellular automata can communicate and
work together to form more complex and powerful behavior.

Previous work [4] suggested that using multi dimensional CA works a lot
better than using one dimensional CA. This paper will try to shed light on what
effect a different topology or neighborhood shape can have, and a measure will
be given to classify these different CA.

3 Majority Problem

One of the best known global problems that is (partly) solvable with local rules
if the Majority Problem. The Majority Problem can be defined as follows:

Given a set A = {a1,...,an} with n odd and amy € {0,1} for all1 < m < n,
answer the question: ‘Are there more ones than zeros in A?’.

The Majority Problem first does not seem to be a very difficult problem to
solve. It seems only a matter of counting the ones in the set and then comparing
them to the number of zeros. Yet when this problem has to be solved within the
framework of a CA it becomes a lot more difficult. This is because the rule in a
CA does not let a position look past its neighborhood and that is why the cells
all have to work together and use some form of communication.

Given that the relative number of ones in C° is written as A, in a simple
binary CA the Majority Problem can be defined as:

Find a transition rule that, given an initial state of a CA with N odd and a
finite number of iterations to run (1), will result in an ‘all zero’ state of A < 0.5
and an ‘all one’ state otherwise. The ‘all zero’ state being the state in which
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Fig.1. These are examples of majority problem classification by the rule found by
David, Forrest and Koza. [5]. Both are correct classifications (a) with 74 ones in the
initial state, (b) with 75.

every cell in the CA is zero and the ‘all one’ state being a the state in which
every cell is one.

Evaluating a transition rule for this problem is done by iterating M randomly
generated initial states and calculating the relative number of correct classifica-
tion. The fitness of a transition rule is denoted with F' ~N,m Where N is the width
of the CA. The fitness can be calculated with different distributions over the
number of ones in the initial state, but the default is a binomial distribution
(denoted with F§ /) where every cell in the CA has a 50% chance of being
initiated with a one for every initial state.

The first intuitive rule to come up with is the ‘majority rule’. This being
the rule where the output value is 1, if the number of ones in the neighborhood
is more than the number of zeros, and a zero otherwise. Surprising as it may
seem this does not at all solve the problem. The majority rule gets stuck on the
problem that on the boundary thick line in the time plot the cell can’t “agree”
on the global answer. The cell just left of such a thick line is zero and because all
other cells left of it in the neighborhood are also zero, it “decides” to stay that
way. Yet its neighboring cell to the right is one and sees only ones on its right
and therefore decides to stay one. This way the information fails to propagate
through the CA and classification fails.

Researchers in the field of cellular automata have published many different
rules to solve this problem, one such rule is the GKL rule after Gacs, Kurdyumov
and Levin [8]. This rule is pretty good at classifying the majority problem and
does it for 81.6% of the test cases with a width of 149 cells. For 17 years this
was the best rule and then L. Davis found a better one in 1995 which did 81.8%.
In the same year R. Das found a rule that did 82.178%. Then in 1996 David,
Forrest and Koza found a rule by cleverly using genetic programming that was
able to classify 82.326% correctly [5].
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Fig. 2. This figure shows a correct classification of the Majority Problem by a two
dimensional CA with both width and height equal to 13 and A\ = 84/169. The transition
rule was one of the best tested in the experiment and scored Figg 105 = 0.715.
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Fig. 3. This figure shows two iteration runs of transition rules for two dimensional CA
that were evolved using a GA. (a) shows how a CA can behave like an AND-port and
(b) shows how it can behave like an XOR-port.

Although these rules are very impressive it is believed that there is no definite
solution for the problem as long as the neighborhood is smaller than the size of
the CA. It is already a big accomplishment for a CA to get 70 percent of all
random initial states correct, for this shows there is some kind of communication
going on; some kind of emerging behavior.

4 Inverse Design

Nature has some remarkable examples of local rules that exhibit global behavior.
Ant colonies are a good example. An individual ant does not seem to be very
intelligent and does not seem to know what is doing and why, but a colony of
ants seem very organized and purposeful. This did not happen over night, but
evolved over millions of generations.

The global behavior of a CA can also be evolved in a similar way by evolving
the local behavior. This “inverse design” of the behavior is done by using a
genetic algorithm to evolve the transition rule that described the behavior. The
fitness function of the genetic algorithm then defines the desired behavior.

M. Mitchell, J. P. Crutchfield and P. T. Hraber have shown [14,15] that using
a simple GA to evolve transition rules for the majority problem (explained in
Section 3) can already give surprisingly good results. About half of the rules that
were found performed better than the most trivial rule and about 7 rules out of
300 rules were found that seemed to use some primitive form of communication
that worked for more than 70% of the classifications. This is not better than



